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Abstract
A key task in intelligent language processing is obtaining semantic rep-

resentations that abstract away from surface lexical and syntactic decisions.
The Abstract Meaning Representation (AMR) is one such representation,
which represents the meaning of a sentence as labeled nodes in a graph (con-
cepts) and labeled, directed edges between them (relations). Two traditional
problems of semantic representations are producing them from natural lan-
guage (parsing) as well as producing natural language from them (gener-
ation). In this thesis, I present algorithms for parsing and generation for
AMR.

In the first part of the thesis, I present a parsing algorithm for AMR
that produces graphs that satisfy semantic well-formedness constraints. The
parsing algorithm uses Lagrangian relaxation combined with an exact algo-
rithm for finding the maximum, spanning, connected subgraph of a graph
to produce AMR graphs that satisfy these constraints.

In the second part of the thesis, I present a generation algorithm for AMR.
The algorithm uses a tree-transducer that operates on a spanning-tree of
the input AMR graph to produce output natural language sentences. Data-
sparsity of the training data is an issue for AMR generation, which we over-
come by including synthetic rules in the tree-transducer.
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Chapter 1

Introduction

This thesis is about producing meaning representations (MRs) from natural language

and producing natural language from MRs, or in other words, mapping in both direc-

tions between natural language and MRs. The major contributions are algorithms for

learning the mapping between text and MR in both directions using supervised struc-

tured prediction methods.

The representation we use is the Abstract Meaning Representation (AMR) (Banarescu

et al., 2013), which has been designed with the idea of using it as an intermediate repre-

sentation in machine translation. AMR represents the meaning of a sentence as labeled

nodes in a graph (concepts), and labeled directed edges between them (relations). It

uses an inventory of concepts from English and PropBank (Palmer et al., 2005), and

captures “who-is-doing-what-to-whom" in a propositional style logic, abstracting away

from variations in surface syntax. AMR is not an interlingua, because it uses an inven-

tory of concepts based on a natural language lexicon (English). A key recent develop-

ment in AMR is that is has been used in a large annotation effort (Banarescu et al., 2013).

So far over 39,000 sentences have been annotated (Knight et al., 2016).

With annotated data, it becomes conceivable to train supervised algorithms to map

in both directions between natural language text and AMR. In the first part of this thesis,
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we demonstrate that it is indeed possible to learn to map English text into AMR using

this corpus (semantic parsing from English to AMR), and develop algorithms for doing

this. In the second part of this thesis, we demonstrate that it is also possible to learn to

map from AMR to English text (generation of English from AMR).1

While we develop algorithms and techniques for AMR, they are expected to be ap-

plicable to any model of semantics that represents the meaning of a sentence as a graph.

While syntax is usually captured with tree structures, it is often argued that proposi-

tional semantics is better represented with graph structures (Melcuk, 1988, Banarescu

et al., 2013). The desire to move from syntactic analysis to deeper semantic analysis has

stimulated research into new algorithms that can handle these graph structures. This

thesis contributes to this line of research.

Although the work in this thesis pre-dates in a way the rise of neural methods in

NLP and we do not use them in this thesis, the work is still relevant as we move into

the age of deep learning in two ways. First, the algorithms we develop can be used with

neural factors (see for example Lyu and Titov (2018)), and are important for parsing if

one wants to guarantee well-formedness of the AMR graphs. Second, discrete semantic

representations like AMR capture the propositional content of language explicitly and

concisely. This makes these MRs good for downstream applications that depend on

preserving this content, and also good for applications that demand interpretability.

It is possible that AMR or some other MR will significantly advance the state of the

art in one or more NLP tasks. Because AMR captures relations between concepts but

abstracts away from surface syntax, it may be used as an intermediate representation

in a variety of tasks such as machine translation (MT), summarization, and question

answering (QA). In a preliminary study, my co-authors and I have used AMR as an

intermediate representation for summarization (Liu et al., 2015), and based on the orig-

1With some underspecification in the generated English because AMR does not express all the seman-

tics English does.

2



inal motivation and origins of AMR, future work on AMR applied to MT is expected.

In fact, recently AMR has been used to considerably advance the state of the art in a set

of QA tasks (Mitra and Baral, 2016). Further research is necessary to determine if AMR

or some other MR will prove to be widely useful in these tasks. The ability to learn

mappings from natural language to MRs from annotated corpora is an important step

for building systems that use intermediate MRs.

The rest of this section is an overview of the thesis document, followed by the thesis

statement and contributions.

1.1 Parsing

Parsing English into AMR is taking an input English sentence and producing an AMR

graph as output. In this work a broad coverage parser is learned from example sen-

tences paired with their meaning representations.

The approach we take is a two-stage approach that first identifies the concepts in a

sentence with a sequence labeling algorithm, and then adds relations between them to

produce a well-formed AMR graph. We include recent progress in concept identifica-

tion and relation identification.

1.2 Generation

Generation from AMR is the production of a sentence from an input AMR graph. This

is important for downstream applications such as summarization and machine transla-

tion, and success in this task increases AMR’s usefulness as an intermediate representa-

tion.

Our approach to generating English sentences from AMR is to first compute one

or more spanning trees of the AMR graph, and then use a tree transducer to convert
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the tree into an English sentence. The tree transducer rules are learned from the AMR

corpus, and there are also synthetic rules that are created on the fly. The system is

trained discriminatively, with various features which include a language model.

1.3 Thesis statement

A key task in intelligent language processing is obtaining a representation

of natural language expressions that abstracts away from surface lexical and

syntactic decisions, in favor of an abstract semantic representation. We show

that we can map into and out of the Abstract Meaning Representation (AMR)

formalism using supervised structured prediction techniques based on graphs.

1.4 Contributions of this thesis

The main contributions of this thesis are:

• A two-stage approach to semantic parsing for AMR, where concepts are first iden-

tified using a sequence labeling algorithm, and relations are then added using a

graph algorithm.

• An approximate inference algorithm for finding the maximum weight, spanning

connected subgraph of a graph with linear constraints and weights on the edges.

• A two-stage approach to generation from AMR, where the graph is first converted

to a tree, and then the tree is transduced into a string.

• A rule-based approach to automatic alignment of AMR graphs to the training data

sentences, which is used to train the semantic parsers and generators.

• A new loss function which generalizes SVM loss for structured prediction when

the training data contains unreachable training examples.
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• A software package for AMR parsing and generation (called JAMR), released

open-source at http://github.com/jflanigan/jamr.
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Chapter 2

Abstract Meaning Representation

The Abstract Meaning Representation (AMR) is a whole-sentence semantic represen-

tation. It captures relational semantics, or “who-is-doing-what-to-whom” in a directed

graph structure. While semantic representations like this have been around for a while (Al-

shawi, 1992, Copestake and Flickinger, 2000, Apresian et al., 2003, inter alia), the major

innovation of AMR is that it has been designed for rapid large-scale annotation, and has

been used to annotate a corpus of sentences with AMRs, creating a semantics bank or

sembank (Banarescu et al., 2013).1 This allows supervised machine learning of semantic

parsers and generators, as apposed to using hand-crafting or indirect supervision.

In this chapter we give an overview of AMR, its philosophy, and how various lin-

guistic phenomenon are handled in AMR. Complete understanding of this chapter is

not necessary to read the rest of this thesis, but this information should be useful as

background information for researchers wishing to use AMR in their work.

1Large-scale annotation of semantic representations itself is not new, and has been done in work such

as Böhmová et al. (2003) and Basile et al. (2012).
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2.1 Overview of AMR

AMR represents meaning as a graph structure, where nodes in the graph are called

concepts and the edges are called relations. See Figure 2.1 for an example. In the sen-

tence “The boy wants to go to the store,” there are four AMR concepts: boy, want-01,

go-02, and store. Relations are labeled, directed edges between concepts.

want-01

boy go-01

ARG1ARG0

ARG0

store

ARG1

Figure 2.1: AMR for the sentence “The boy wants to go to the store.”

AMR graphs can be represented graphically or textually in various ways (Figure 2.2).

The textual format 2.2a, or PENMAN notation, is the format used in the AMR sembank

(see §2.2). The graphical format in Figure 2.2b is equivalent to the PENMAN format in

Figure 2.2a.

Unlike some meaning representations, AMR does not specify how the graph can be

derived from the syntax of the sentence. The annotators write down the meaning of the

sentence as specified in AMR, without any explicit connections to the sentence.

Linguistically, AMR abstracts away from syntax while retaining lexical meaning.

Language contains grammatical skewing, or mismatch between syntactic form and se-

mantic meaning. For example, the grammatical categories nouns and verbs do not cor-

respond one-to-one with the semantic categories of things and events. Many events can

be expressed as nouns, and in English, almost any noun can be “verbed,” or coerced

into a verb using the right context. For example, “destruction” (a noun), represents the

event “destroy.” An example of “verbing” a noun is the sentence ”Beer me,” meaning

8



(w \ want-01

:ARG0 (b / boy)

:ARG1 (g / go-01

:ARG0 b))

(a) PENMAN textual format.

want-01

boy go-01

ARG1ARG0

ARG0

(b) Graphical format used in this thesis.

Figure 2.2: Ways of representing the AMR graph for the sentence “The boy wants to go.”

give me a beer.

One of the goals of AMR is to normalize and remove the effects of grammatical

skewing. AMR uses event concepts for events, and open class concepts for things and

properties. More generally, AMR abstract away from idiosyncrasies of syntax and from

idioms, the motivation being that by “lifting the veil of syntax,” NLP applications can

access and express meaning in language more directly.

It is important to note that AMRs are in general not trees. Unlike syntax, which

can be represented as trees, semantics is best represented as a graph structure (Melcuk,

1988). This motivates the development of new algorithms for handling semantic graphs,

the subject of this thesis, rather than re-using the machinery developed for syntactic

trees.

9



2.2 PENMAN Notation

AMRs are represented textually in the sembank in PENMAN notation. This format

represents a directed graph in a simple, tree-like form. Each node in the graph is given

a variable, and is labeled with a concept.2 The variable is used to refer to the node

in other places in the PENMAN notation (called a re-entrancy). The edges (red) are

relations. The top node in the AMR is called the focus or root. This node is not a root

in the graph theoretic sense, but just a node singled out as being the main focus of

the AMR. The PENMAN notation allows for inverse relations, which are edges which

point in the opposite direction from usual edges. These are indicated by adding -of at

the end of the relation as in the example: teacher = (person :ARG0-of teach-01).

In PENMAN notation, it does not matter where the concept label goes, or which re-

lations are inverse relations. Although the PENMAN notation does implicitly define a

tree over the AMR graph (the tree obtained by removing re-entrancies), AMR eschews

using this tree because it does not carry meaningful information according to the anno-

tation guidelines. The information in this tree will be discussed more in the generation

chapter (§5).

2.3 Concepts

Concepts in AMR can be categorized into four broad categories: event concepts, open

class concepts, special concepts, and constants. These will be discussed in turn. Con-

cepts are token-level as opposed to type-level, so if there are two instances of a concept

mentioned in a sentence, then there are two instances in the AMR graph. For example,

in the sentence “There is a red truck and a blue truck,” there are two trucks, so there are

two truck concepts in the AMR.

2Constants like numbers or strings are not given a variable name.
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2.3.1 Event Concepts

Event concepts, such as run-01, walk-01, are concepts that end in -XX, where XX

is a number less than 91 (numbers greater than 90 denote special concepts, see §2.3.4).

The ending number denotes a sense-disambiguated concept or frame. The inventory

of frames comes from PropBank (Palmer et al., 2005) if there is an appropriate frame in

PropBank. For event concepts not in PropBank, the ending -00 is used as a place-holder

frame. The sense disambiguated frame defines the core relations the concept can have,

discussed in §2.4.1.

2.3.2 Open Class Concepts

Open class concepts are concepts that do not have a number and come from the lemma-

tized version of an English word, such as boy, woman, red, store. Most “thing” and

“property” concepts fall into this class. Nouns that represent events (event nominals)

are converted into event concepts, and correspondingly, verbs that represent nouns (ver-

balized nouns) are converted into open-class concepts.

Open class concepts are not sense disambiguated in the current version of AMR.

However, in the future, nouns that take arguments may be disambiguated to nouns in

NomBank.

2.3.3 Constants

Constants are concepts which are numbers, strings or symbols, and are not given a vari-

able name. Examples of constants are 2001 in (d / date :year 2001), "Joe" in

(p / person :name "Joe"), and - in (r / responsive :polarity -). While

it makes sense to think of more than one car in a sentence (more than one instance of the

car concept) and hence give it a variable name, it does not make sense to think of more
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than one instance of a constant concept, since it has the same meaning everywhere.

For parsing evaluation, adding a variable name to a constant (for example (y /

2001)) is scored as a mistake by Smatch (see §2.5 for discussion of Smatch).

2.3.4 Special Concepts

AMR has a handful of “special concepts” which are concepts that take ARGN arguments

(core arguments) like event concepts but do not come from PropBank. Special concepts

end in a number greater than 90. Examples include include-91, which is used to for

inclusion, and have-org-role-91, which is used for roles in organizations.

2.4 Relations

Relations represent how concepts are related to one another and are labeled, directed

edges in the AMR graph. There are two broad categories of relations in AMR: core

relations and non-core relations. Additionally, some relations can be expressed either as

a relation or as a concept using a process called re-ification. Most non-core relations can

be re-ified.

2.4.1 Core relations

Core relations (also called core arguments or core roles) are the relations ARGN, where

N is a number. Core relations are used as numbered arguments for event concepts and

special concepts. For event concepts, the ARGN relations express core argument roles

as specified in the PropBank rolesets (Palmer et al., 2005). ARG0 and ARG1 usually cor-

respond to the agent and patient respectively, but the exact meaning and the meaning

of higher numbered arguments are dependent on the sense-disambiguated event con-

cept. For special concepts that take arguments, the meaning of each number argument
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depends on the concept and can be found in the AMR guidelines3 or in the AMR ed-

itor4 under “AMR dict.” The editor’s AMR dict is the most detailed and up-to-date

information.

2.5 Smatch

Smatch (Cai and Knight, 2013) is used to evaluate the output of AMR parsers, and

for scoring the similarity between AMR graphs for inter-annotator agreement. Smatch

counts corpus level precision, recall, and F1 of concepts and relations together between

two corpora of AMR graphs.

2.6 Automatic Alignments

AMR does not specify any alignments between the nodes and edges in the graph and

the sentence. However, in order to train our parser and generator, we need alignments

between nodes in the graph and spans of words. To address this problem, we built an

automatic aligner and tested its performance on a small set of alignments we annotated

by hand, creating both the first automatic aligner and hand alignment dataset for AMR.

The automatic aligner uses a set of rules to greedily align concepts to spans. The list

of rules is given in Table 2.1. The aligner proceeds down the list, first aligning named-

entities exactly, then fuzzy matching named-entities, then date-entities, etc. For each

rule, an entire pass through the AMR graph is done. The pass considers every concept

in the graph and attempts to align a concept fragment rooted at that concept if the rule

can apply. Some rules only apply to a particular type of concept fragment, while others

can apply to any concept. For example, rule 1 can apply to any NAME concept and its

3https://github.com/amrisi/amr-guidelines/blob/master/amr.md
4http://www.isi.edu/~ulf/amr/AMR-editor.html
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OP children. It searches the sentence for a sequence of words that exactly matches its OP

children and aligns them to the NAME and OP children fragment.

Concepts are considered for alignment in the order they are listed in the AMR an-

notation (left to right, top to bottom). Concepts that are not aligned in a particular pass

may be aligned in subsequent passes. Concepts are aligned to the first matching span,

and alignments are mutually exclusive. Once aligned, a concept in a fragment is never

re-aligned.5 However, more concepts can be attached to the fragment by rules 8–16.

We use WordNet to generate candidate lemmas, and we also use a fuzzy match of

a concept, defined to be a word in the sentence that has the longest string prefix match

with that concept’s label, if the match length is ≥ 4. If the match length is < 4, then

the concept has no fuzzy match. For example the fuzzy match for ACCUSE-01 could be

“accusations” if it is the best match in the sentence. WordNet lemmas and fuzzy matches

are only used if the rule explicitly uses them. All tokens and concepts are lowercased

before matches or fuzzy matches are done.

On the 200 sentences of training data we aligned by hand, the aligner achieves 92%

precision, 89% recall, and 90% F1 for the alignments.

5As an example, if “North Korea” shows up twice in the AMR graph and twice in the input sentence,

then the first “North Korea” concept fragment listed in the AMR gets aligned to the first “North Korea”

mention in the sentence, and the second fragment to the second mention (because the first span is already

aligned when the second “North Korea” concept fragment is considered, so it is aligned to the second

matching span).
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1. (Named Entity) Applies to name concepts and their opn children. Matches a span that exactly matches its opn children
in numerical order.

2. (Named Entity Acronym) Applies to name concepts and their opn children. Matches a span of words whose letters match
the first letters of the opn children in numerical order, ignoring case, intervening spaces and punctuation.

3. (Fuzzy Named Entity) Applies to name concepts and their opn children. Matches a span that matches the fuzzy match of
each child in numerical order.

4. (Date Entity) Applies to date-entity concepts and their day, month, year children (if exist). Matches any permutation
of day, month, year, (two digit or four digit years), with or without spaces.

5. (Minus Polarity Tokens) Applies to - concepts, and matches the tokens “no”, “not”, “non”, “nt”, “n’t.”

6. (Single Concept) Applies to any concept. Strips off trailing ‘-[0-9]+’ from the concept (for example run-01→ run), and
matches any exact matching word or WordNet lemma.

7. (Fuzzy Single Concept) Applies to any concept except have-org-role-91 and have-rel-role-91. Strips off trailing
‘-[0-9]+’, and matches the fuzzy match of the concept.

8. (U.S.) Applies to name if its op1 child is united and its op2 child is states. Matches a word that matches “us”, “u.s.”
(no space), or “u. s.” (with space).

9. (Entity Type) Applies to concepts with an outgoing name edge whose head is an aligned fragment. Updates the fragment
to include the unaligned concept. Ex: continent in (continent :name (name :op1 "Asia")) aligned to “asia.”

10. (Quantity) Applies to .*-quantity concepts with an outgoing unit edge whose head is aligned. Updates the
fragment to include the unaligned concept. Ex: distance-quantity in (distance-quantity :unit kilometer)
aligned to “kilometres.”

11. (Person-Of, Thing-Of) Applies to person and thing concepts with an outgoing .*-of edge whose head is aligned.
Updates the fragment to include the unaligned concept. Ex: person in (person :ARG0-of strike-02) aligned to
“strikers.”

12. (Person) Applies to person concepts with a single outgoing edge whose head is aligned. Updates the fragment to
include the unaligned concept. Ex: person in (person :poss (country :name (name :op1 "Korea")))

12. (Goverment Organization) Applies to concepts with an incoming ARG.*-of edge whose tail is an aligned
government-organization concept. Updates the fragment to include the unaligned concept. Ex: govern-01 in
(government-organization :ARG0-of govern-01) aligned to “government.”

13. (Minus Polarity Prefixes) Applies to - concepts with an incoming polarity edge whose tail is aligned to a word begin-
ning with “un”, “in”, or “il.” Updates the fragment to include the unaligned concept. Ex: - in (employ-01 :polarity
-) aligned to “unemployment.”

14. (Degree) Applies to concepts with an incoming degree edge whose tail is aligned to a word ending is “est.” Updates
the fragment to include the unaligned concept. Ex: most in (large :degree most) aligned to “largest.”

14. (Have-Role-91 ARG2) Applies to the concepts have-org-role-91 and have-rel-role-91 which are unaligned
and have an incoming ARG2 edge whose tail is aligned. Updates the fragment to include the have-org-role-91 or
have-rel-role-91 concept.

15. (Have-Role-91 ARG1) Same as above, but replace ARG2 with ARG1.

16. (Wiki) Applies to any concepts with an incoming wiki edge whose tail is aligned. Updates the fragment to include the
unaligned concept.

Table 2.1: Rules used in the automatic aligner. As the annotation specification evolves, these
rules need to be updated. These rules have been updated since Flanigan et al. (2014) to handle
AMR annotation releases up to November 2017.
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Chapter 3

Structured Prediction and Infinite Ramp

Loss

The two problems tackled in this thesis, as well as their subproblems, are instances of

structured prediction problems. Structured prediction (BakIr et al., 2007, Smith, 2011)

is a paradigm of machine learning, like binary or multi-class classification, but distin-

guished from these in that the output has structure and the set of possible outputs can

be infinite. Examples of structured prediction tasks include predicting a linear sequence

of words, predicting a parse tree, or predicting a graph. These tasks can sometime be

formulated as a sequence of multi-class classification decisions, but the view from struc-

tured prediction is more general and reasons about the entire output as a structured ob-

ject (although transition-based methods, which rely on a sequence of multi-class classifi-

cation decisions, are one of the structured prediction techniques). Structured prediction

has been successfully applied to a wide variety of NLP and non-NLP problems.

In this chapter, we give as background an overview of the structured prediction and

the techniques used in this thesis. Structured prediction models have six parts: the input

space X , the output space function Y(x), the scoring function score(x, y), a decoding

algorithm, a loss function L(D, θ), and an optimization method for minimizing the loss
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function. In the following, we give a brief overview of these six parts.

We also present a new loss function for structured prediction as a contribution of

this thesis – work that was presented in Flanigan et al. (2016a). This loss function is

useful when some (or all) of the gold annotations are not in the output of the model

space during training. This situation occurs while training the concept and relation

identification models, and using infinite ramp loss improves the results substantially.

3.1 Structured Prediction Models

In many structured prediction models,1 the predicted output is the highest scoring out-

put under a global scoring function. This is true for the four structured prediction mod-

els used in this thesis: the concept (§4.3) and relation (§4.4) identification stages of the

parser, and the decoder (§5.3.2) and synthetic rule model (§5.4.2) of the generator. Let x

be the input (from the space of possible inputsX ), ŷ(x) be the output, Y(x) be the output

space (which can depend on the input x), and the parameters of the scoring function be

the vector θ. The output is of all these models can be expressed as:

ŷθ(x) = arg max
y∈Y(x)

scoreθ(x, y) (3.1)

In our models the scoring function is a linear model with parameter vector θ and feature

vector f(x, y):

scoreθ(x, y) = θ · f(x, y)

The feature vector is a sum of local features of the model. A local feature vector fi is

computed for each of the parts i of the output.2 The feature vector f is a sum over the

1There are transition-based or greedy methods for producing structured objects whose output is based

on a series of local decisions, but we do not discuss them here.
2Parts are just pieces of the output for which a feature vector and score are computed, and these parts

can be overlapping.
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local features for each part:

f(x, y) =
∑

i∈parts(y)

fi(x, y)

Depending on the parts chosen and the output space, a search algorithm (a decoding

algorithm) is used to find the exact or approximate argmax in Eq. 3.1. Sometimes the

parts chosen and the output space will make finding this argmax NP-hard, so an ap-

proximate decoding method must be used. The decoding algorithms used in this thesis

are: dynamic programming (§4.3), beam search (§5.3.2), a specialized graph algorithm

combined with Lagrangian Relaxation (§4.4), and brute-force search combined with dy-

namic programming (§5.4.2).

3.2 Loss Functions

Once the parts, the local features, and the decoding algorithm have been decided upon

for the model we are using, a method for learning the parameters must selected. Learn-

ing the parameters is usually accomplished by minimizing a loss function, so a learn-

ing algorithm is usually a loss function and with a particular minimization algorithm.

A loss function, L(D, θ), is a function of the training data and the parameters that is

minimized with an optional regularizer to learn the parameters. Let θ̂ be the learned

parameters. With an L2 regularizer, the learned parameters are:3

θ̂ = arg min
θ

L(D, θ) + λ‖θ‖2 (3.2)

3.2.1 Minimizing the Task Loss

A straightforward approach to learning would be to directly minimize 0/1 prediction

error or maximize some other metric of performance on the training set. Let cost(x, y, ŷ)

3If the loss function is invariant to scaling of θ, then the L2 regularizer strength λ should be set to zero

or a regularizer not invariant to scaling of θ should be used.
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be the task-specific error (task specific loss or cost) for predicting ŷ when the input is x

and the gold-standard output is y (lower cost is better). Then minimizing the cost on

the training data amounts to using following loss function without a regularizer:

Lcost(D, θ) =
∑

(xi,yi)∈D

cost
(
xi, yi, arg max

y∈Y(xi)
θ · f(xi, y)

)
(3.3)

3.2.2 Minimum Error Rate Training

Unfortunately, minimizing Eq. 3.3 can be NP-hard, and is NP-hard in the simple case of

the task-specific cost being 0/1 prediction error. However, an approximate minimiza-

tion algorithm to minimize Eq. 3.3 can be used, such as Minimum Error Rate Training

(MERT, Och, 2003). MERT was developed for tuning the weights in statistical machine

translation systems and can be used to approximately minimize Eq. 3.3 with an arbitrary

cost function and a small (less than 20) set of features in a linear model. We use MERT

to maximize a task specific metric (BLEU score, Papineni et al., 2002) when training the

generator (§5.3.3).

3.2.3 SVM Loss

Alternatively, one can minimize a loss function that approximates the task loss Eq. 3.3

but is easier to minimize. Perhaps the easiest loss functions to minimize are convex

approximations to Eq. 3.3. The tightest convex upper bound to Eq. 3.3 is the SVM loss

function (Taskar et al., 2003, Tsochantaridis et al., 2004):

LSVM(D, θ) =
∑

(xi,yi)∈D

(
− θ · f(xi, yi) + max

y∈Y(xi)

(
θ · f(xi, y) + cost(xi, yi, y)

))
(3.4)

3.2.4 Perceptron Loss

Another convex approximation to Eq. 3.3 is the Perceptron loss function (Rosenblatt,

1957, Collins, 2002), which is not an upper bound to Eq. 3.3. Instead, the Perceptron loss
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function is motivated by the fact that if the training data can be perfectly classified, that

is there exists a θ such that

arg max
y∈Y(xi)

θ · f(xi, y) = yi ∀ (xi, yi) ∈ D,

then minimizing Eq. 3.3 is equivalent to minimizing the Perceptron loss. The Perceptron

loss is:

LPerceptron(D, θ) =
∑

(xi,yi)∈D

(
− θ · f(xi, yi) + max

y∈Y(xi)
θ · f(xi, y)

)
(3.5)

More precisely, if the training data can be perfectly classified, the minimum (or mini-

mums) of Eq. 3.3 coincide with the minimum (or minimums) of Eq. 3.5 . We use this loss

function in the synthetic rule model of the generator (§5.4.2), and in previous versions

of the parser (Flanigan et al., 2014).

3.2.5 Conditional Negative Log-Likelihood

A third convex approximation to Eq. 3.3 is conditional negative log-likelihood (CNLL).

If the cost function is 0/1, that is cost(x, y, y′) = I[y = y′], then CNLL is a convex upper

bound to Eq. 3.3:

LCNLL(D, θ) =
∑

(xi,yi)∈D

(
− θ · f(xi, yi) +

∑
y∈Y(xi)

exp
(
θ · f(xi, y)

))
(3.6)

This loss function is the loss function underlying binary and multi-class logistic regres-

sion and conditional random fields (CRFs Lafferty et al., 2001), but is not used in this

thesis. One advantage of CNLL is that the model score can be used to obtain probabili-

ties.

3.2.6 Risk

There are also non-convex approximations to Eq. 3.3. One of the more common is

risk (Smith and Eisner, 2006, Gimpel and Smith, 2012, inter alia). Risk is the expected

21



value of the cost of the training data under the model, with the model viewed as a

probability distribution:

Lrisk(D, θ) =
∑

(xi,yi)∈D

∑
y∈Y(xi) cost(xi, yi, y)eθ·f(xi,y)∑

y∈Y(xi) e
θ·f(xi,y)

(3.7)

Although it is non-convex, risk is differentiable and can be optimized to a local opti-

mium using a gradient-based optimizer. Risk has the nice property that Lrisk(D, θ) →

Lcost(D, θ) as ‖θ‖ → ∞. However, risk is often unattractive for structured prediction

because the numerator in Eq. 3.7 cannot be computed efficiently, and n-best lists are

usually used as an approximation to the full sum.

3.2.7 Ramp Loss

A non-convex approximation to Eq. 3.3 that can often be computed exactly is the family

of ramp losses (Do et al., 2009, Keshet and McAllester, 2011, Gimpel and Smith, 2012):

Lramp(D, θ) =
∑

(xi,yi)∈D

(
− max

y∈Y(xi)

(
θ · f(xi, y)− α · cost(xi, yi, y)

)
+ max

y∈Y(xi)

(
θ · f(xi, y) + β · cost(xi, yi, y)

))
(3.8)

α and β are two parameters that control the position and height of the ramp. The

ramp height is α + β, and should be greater than 0. It is typical to set α = 0 and

β = 1 (Do et al., 2009, Keshet and McAllester, 2011), but the three combinations (α, β) =

(0, 1), (1, 0), and (1, 1) have also been advocated (Gimpel and Smith, 2012). Lramp(D, θ)

approaches (α + β)Lcost(D, θ) as ‖θ‖ → ∞, so it has a similar appeal that Lrisk does in

that it closely approximates Lcost. Lramp is continuous and piecewise differentiable, and

can be optimized to a local optimum using a gradient-based solver.
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3.2.8 Infinite Ramp Loss

Sometimes in structured prediction problems, features for some training examples can-

not be computed (uncomputable features), or yi is not contained in Y(xi) for some

training examples (unreachable examples). Both of these occur, for example, in pars-

ing or machine translation, if a grammar is used and the grammar cannot produce a

training example.

In AMR parsing, uncomputable features occur during training for both concept

identification and relation identification because the automatic aligner (§2.6) is not able

to align all concepts, so some nodes are left unaligned. Both concept and relation iden-

tification use the alignment to compute features, so features for some nodes and edges

cannot be computed. In the past, we just removed these nodes and edges from the

training graphs, but this leads to unreachable examples for relation identification and

suboptimal results for both concept and relation identification. This motivated us to use

loss functions that could handle uncomputable features and unreachable examples.

Ramp losses and risk have the important property that they can be used even if

there are uncomputable features and unreachable examples. This is because the training

examples are only used in the cost function, and are not plugged directly into the feature

vector f(xi, yi) like in loss functions Eqs. 3.4 - 3.6. And unlike Eqs. 3.4 - 3.6, which

become unbounded from below and ill-defined as loss functions because they have no

minimum if there are unreachable examples, ramp loss and risk are always bounded

from below.

However, one drawback of ramp loss and risk are they can be difficult to optimize

due to flat spots in the loss function – places where the derivative of the loss with respect

to θ becomes zero. This can occur in ramp loss because terms in the sum become a

constant when the margin for an example becomes too negative. In this case, the model

score overpowers the cost function in the maxes, and both maxes have the same arg max
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and derivative, which cancel. In risk, the softmax in Eq. 3.7 becomes flat at large model

weights.

We wondered, is there a loss function that does not suffer from vanishing derivatives at

large model weights, and still allows for uncomputable features and unreachable examples? It

turns out, there is such a generalization of SVM loss to this case. We call it the infinite

ramp loss.

Infinite ramp loss (Flanigan et al., 2016a) is obtained roughly by taking α to infinity

in Lramp. In practice however, we just set α to a large number (1012 in our experiments).

To make the limit α→∞ well-defined, we re-define the cost function before taking the

limit by shifting it by a constant so minimum of the cost function is zero:

ĉost(xi, yi, y) = cost(xi, yi, y)− min
y′∈Y(xi)

cost(xi, yi, y
′) (3.9)

This shift by a constant is not necessary if one is just setting α to large number. The

infinite ramp loss is thus defined as:

L∞−ramp(D, θ) =
∑

(xi,yi)∈D

(
− lim

α→∞
max
y∈Y(xi)

(
θ · f(xi, y)− α · ĉost(xi, yi, y)

)
+ max

y∈Y(xi)

(
θ · f(xi, y) + cost(xi, yi, y)

))
(3.10)

An intuitive interpretation of Eq. 3.10 is as follows: if minimizing the cost function is

unique (that is the argmin over y ∈ Y(xi) of cost(xi, yi, y) is unique), then Eq. 3.10 is

equivalent to: ∑
(xi,yi)∈D

(
− θ · f

(
xi, arg min

y′∈Y(xi)
cost(xi, yi, y

′)
)

+ max
y∈Y(xi)

(
θ · f(xi, y) + cost(xi, yi, y)

))
(3.11)

Note that Eq. 3.11 is similar to the SVM loss (Eq. 3.4), but with yi replaced with arg miny′∈Y(xi)

cost(xi, yi, y
′). If the argmin of the cost function is not unique, then Eq. 3.10 breaks ties
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in arg miny′∈Y(xi) cost(xi, yi, y
′) using the model score. Infinite ramp loss turns out to be

a generalization of SVM loss and the latent SVM (Yu and Joachims, 2009).

Infinite ramp loss generalizes the structured SVM loss. If yi is reachable and the

minimum over y ∈ Y(xi) of cost(xi, yi, y) is unique and occurs when y = yi, then the

first max in Eq. 3.10 picks out y = yi and Eq. 3.10 reduces to the structured SVM loss.

The infinite ramp is also a generalization of the Latent Structured SVM (LSVM) (Yu

and Joachims, 2009), which is a generalization of the structured SVM for hidden vari-

ables. LSVM loss can be used when the output can be written yi = (ỹi, hi), where ỹi is

observed output and hi is latent (even at training time). Let Ỹ(xi) be the space of all

possible observed outputs and H(xi) be the hidden space for the example xi. Let c̃ be

the cost function for the observed output. The Latent Structured SVM loss is:

LLSVM(xi, yi;w) =− max
h∈H(xi)

(
w · f(xi, ỹi, h)

)
+ max

ỹ∈Ỹ(xi)
max

h′∈H(xi)

(
w · f(xi, ỹ, h′) + c̃(xi, ỹi, ỹ)

)
(3.12)

If we set cost(xi, yi, y) = c̃(xi, ỹi, ỹ) in Eq. 3.10, and the minimum of c̃(xi, ỹi, ỹ) occurs

when ỹ = ỹi, then minimizing Eq. 3.10 is equivalent to minimizing Eq. 3.12.

We use the infinite ramp loss in training both the concept and relation identification

stages of the parser. These stages suffer from unreachable examples (features of the gold

standard that cannot be computed) because of unaligned nodes in the gold standard due

to an imperfect aligner.

3.3 Minimizing the Loss

There are many procedures for minimizing the loss function of the training data, each

with its own advantages and drawbacks. In principle, any minimization procedure can

be used. Depending on the properties of the loss function minimized (such as con-
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vexity, non-convexity, strong-convexity, or lipchitz continuity, to name a few) different

minimization procedures can have different theoretical guarantees and performance in

practice, of both their ability to minimize the loss function and on the generalization

performance of the learned parameters. It is beyond the scope of this thesis to discuss

all the various procedures, but the reader is encouraged to consult the references . Here

we will simply present the optimizer (AdaGrad) we have used throughout this thesis.

AdaGrad (Duchi et al., 2011) is an online algorithm for minimizing a loss function

which is a sum over training examples. Similar to stochastic gradient descent, the pa-

rameters are updated using noisy gradients obtained from single training examples.

The time step parameter t starts at one and increments by one after processing an exam-

ple, and the algorithm makes many passes through the training data without re-setting

this parameter. For each pass through the training data, training examples are processed

one at a time in a random order. At time step t, the gradient st of the loss function for

example being processed is computed and the parameters are then updated before go-

ing on to the next example. Each component i of the parameter vector is updated like

so:

θt+1
i = θti −

η√∑t
t′=1 s

t′
i

sti

η is the learning rate, which we set to 1 in all our experiments.

To prevent overfitting we use either early stopping, a regularizer, or a combination

of both. If we are using early stopping, we run AdaGrad for a set number of iterations

and use the weights from the iteration that gives the highest F1 on a development set.
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Chapter 4

Parsing

Parsing is the annotation of natural language with a linguistic structure, usually a tree or

graph structure. In semantic parsing the annotated structure is a semantic structure. In

this chapter we consider AMR parsing, which is semantic parsing where the semantic

structure is an AMR graph.

Natural language understanding (NLU) is a major goal of NLP. Whether or not an

NLP program has an explicit human and machine-readable representation of meaning,

an NLU application should understand semantics of natural language at the level re-

quired for performing its task. Semantic parsing makes explicit the meaning of natural

language in a semantic representation that is unambiguous in the semantics it repre-

sents, and can be used in later processing steps in an NLU application.

Most early NLP systems analysed natural language into a semantic representation

using a set of hand-developed rules with no machine learning involved (Darlington

and Charney, 1963, Wilks, 1973, Woods, 1978, Alshawi, 1992, Copestake and Flickinger,

2000). Learning semantic parsers with supervised machine learning started on limited

domains (Miller et al., 1994, Zelle and Mooney, 1996). Supervised learning of broad-

coverage semantic parsing was initiated by Gildea and Jurafsky (2000), advocating con-

struction of shallow semantic parsers (parsers that do not produce a full logical form),
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and much work was done in the task of semantic role labeling (SRL) and the related

task of semantic dependency parsing (SDP).

The introduction of a semantic representation such as AMR with handling of many

semantic phenomenon and a sizable annotated corpus in Banerescu et al (2013) opened

the doors to learning a broad coverage deep semantic parser from hand-annotated data.

Although AMR does not have quantifier scoping as in a fully specified logical form, it

is significantly deeper than previous broad-coverage approaches.

AMR parsing is uniquely challenging compared to other kinds of parsing, such as

syntactic parsing and semantic role labeling (SRL). First, the produced structures are

graphs, rather than trees as in syntactic parsing or labeled spans of text as in SRL. Sec-

ond, the nodes in the AMR graphs are concepts that need to be predicted, whereas

syntactic parsing produces a tree over the words in the sentence. This motivates the de-

velopment of new parsing machinery for AMR parsing, rather than adapting existing

parsers to the task.

We present the first parser developed for AMR, as well as some improvements to

make the approach near state-of-the-art. This work is based on previously published

papers (Flanigan et al., 2014, Flanigan et al., 2016a).

Nowadays NLP systems are sometimes designed to perform a NLU or NLG task

end-to-end with deep learning, where there is no human-readable semantic represen-

tation. In this case, the intermediate vector representations are essentially machine-

learned semantic representations that are not designed by humans. This makes one

question whether we need human-readable semantic representations at all, and whether

researchers should continue to work on semantic parsing.

There are various reasons to continue to work on semantic parsing alongside end-

to-end deep learning methods: 1) The semantic parsing task challenges researchers to

produce systems that can understand the semantics that is represented in our semantic
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representations, serving as a testbed and metric of progress in NLU. 2) Although end-to-

end deep learning can be used for many tasks, they sometimes require a lot of training

data. An approach that leverages a semantic representation in addition to deep learning

may perform better overall or perform better when there is less task data. 3) A variety

of approaches is always best for research so the field as a whole doesn’t get stuck in a

local minimum.

4.1 Method Overview and Outline

We solve the AMR parsing problem with a pipeline that first predicts concepts (§4.3)

and then relations (§4.4). The pipeline for an example sentence is shown in Figure 4.1.

This approach largely follows Flanigan et al. (2014), with improvements to parameter

learning (§4.5) from Flanigan et al. (2016a) where we apply the infinite ramp loss in-

troduced in §3.2.8. This loss function is used for boosting concept fragment recall and

obtaining more re-entrancies in the AMR graphs. The parser, called JAMR, is released

online.1

4.2 Notation and Overview

Our approach to AMR parsing represents an AMR parse as a graph G = 〈N,E〉; nodes

and edges are given labels from sets LN and LE , respectively. G is constructed in two

stages. The first stage identifies the concepts evoked by words and phrases in an in-

put sentence w = 〈w1, . . . , wn〉, each wi a member of vocabulary W . The second stage

connects the concepts by adding LE-labeled edges capturing the relations between con-

cepts, and selects a root in G corresponding to the focus of the sentence w.

1https://github.com/jflanigan/jamr
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Kevin Knight likes to semantically parse sentences

Ø

person

name

Kevin

name

op1

Knight
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semantics

ARG1
ARG0
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name

op1

ARG0

sentence

ARG1

ROOT ROOT

Knight

op2

Concept identification

Relation identification

Figure 4.1: Stages in the parsing pipeline: concept identification followed by relation identifica-

tion.

Concept identification (§4.3) involves segmenting w into contiguous spans and as-

signing to each span a graph fragment corresponding to a concept from a concept set

denoted F (or to ∅ for words that evoke no concept). In §2.6 we describe how F is con-

structed. In our formulation, spans are contiguous subsequences ofw. For example, the

words “New York City” can evoke the graph fragment (see next page):
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We use a sequence labeling algorithm to identify concepts.

The relation identification stage (§4.4) is similar to a graph-based dependency parser.

Instead of finding the maximum-scoring tree over words, it finds the maximum-scoring

connected subgraph that preserves concept fragments from the first stage, links each

pair of nodes by at most one edge, and is deterministic2 with respect to a special set

of edge labels L∗E ⊂ LE . The set L∗E consists of the labels ARG0–ARG5, and does not

include labels such as MOD or MANNER, for example. Linguistically, the determinism

constraint enforces that predicates have at most one semantic argument of each type;

this is discussed in more detail in §4.4.

To train the parser, spans of words must be labeled with the concept fragments they

evoke. Although AMR Bank does not label concepts with the words that evoke them, it

is possible to build an automatic aligner (§2.6). The alignments are used to construct the

concept lexicon and to train the concept identification and relation identification stages

of the parser (§4.5). Each stage is a discriminatively-trained linear structured predictor

with rich features that make use of part-of-speech tagging, named entity tagging, and

dependency parsing.

In §4.6, we evaluate the parser against gold-standard annotated sentences from the

AMR Bank corpus (Banarescu et al., 2013) using the Smatch score (Cai and Knight,

2013), presenting the first published results on automatic AMR parsing.

2By this we mean that, at each node, there is at most one outgoing edge with that label type.
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The boy wants to visit New York City

ø øboy want-01 visit-01

city

name

“New”

“York”

“City”

name
op1

op2

op3

Figure 4.2: A concept labeling for the sentence “The boy wants to visit New York City.”

4.3 Concept Identification

The concept identification stage maps spans of words in the input sentencew to concept

graph fragments from F , or to the empty graph fragment ∅. These graph fragments

often consist of just one labeled concept node, but in some cases they are larger graphs

with multiple nodes and edges.3 Concept identification is illustrated in Figure 4.2 using

our running example, “The boy wants to visit New York City.”

Let the concept lexicon be a mapping clex : W ∗ → 2F that provides candidate graph

fragments for sequences of words. (The construction of F and clex is discussed in

§4.3.1.) Formally, a concept labeling is:

1. a segmentation of w into contiguous spans represented by boundaries b, giving

spans 〈wb0:b1 ,wb1:b2 , . . .wbk−1:bk〉, with b0 = 0 and bk = n, and

2. an assignment of each phrasewbi−1:bi to a concept graph fragment ci ∈ clex (wbi−1:bi)∪

{∅}. The sequence of ci’s is denoted c.

The sequence of spans b and the sequence of concept graph fragments c, both of

arbitrary length k, are scored using the following locally decomposed, linearly parame-

terized function:

score(b, c;θ) =
∑k

i=1 θ
>f(w, bi−1, bi, ci) (4.1)

The vector f is a feature vector representation of a span and one of its concept graph

fragments in context. These features are discussed below.

3About 20% of invoked concept fragments are multi-concept fragments.
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We find the highest-scoring b and c using a dynamic programming algorithm: the

zeroth-order case of inference under a semi-Markov model (Janssen and Limnios, 1999).

Let S(i) denote the score of the best labeling of the first i words of the sentence, w0:i; it

can be calculated using the recurrence:

S(0) = 0

S(i) = max
j:0≤j<i,

c∈clex(wj:i)∪∅

{
S(j) + θ>f(w, j, i, c)

}
The best score will be S(n), and the best scoring concept labeling can be recovered using

back-pointers, as in typical implementations of the Viterbi algorithm. Runtime is O(n2).

The features f(w, j, i, c) are:

• Fragment given words and words given fragment: Relative frequency estimates

of the probability of a concept fragment given the sequence of words in the span,

and the sequence of words given the concept fragment. These are calculated from

the concept-word alignments in the training corpus (§2.6).

• Length of the matching span (number of tokens).

• Bias: 1 for any concept graph fragment from F and 0 for ∅.

• First match: 1 if this is the first place in the sentence that matches the span.

• Number: 1 if the span is length 1 and matches the regular expression “[0-9]+”.

• Short concept: 1 if the length of the concept fragment string is less than 3 and

contains only upper or lowercase letters.

• Sentence match: 1 if the span matches the entire input sentence.

• ; list: 1 if the span consists of the single word “;” and the input sentence is a “;”

separated list.

• POS: the sequence of POS tags in the span.

• POS and event: same as above but with an indicator if the concept fragment is an
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event concept (matches the regex “.*-[0-9][0-9]”).

• Span: the sequence of words in the span if the words have occurred more than 10

times in the training data as a phrase with no gaps.

• Span and concept: same as above concatenated with the concept fragment in

PENMAN notation.

• Span and concept with POS: same as above concatenated with the sequence of

POS tags in the span.

• Concept fragment source: indicator for the source of the concept fragment (cor-

pus, NER tagger, date expression, frame files, lemma, verb-pass through, or NE

pass-through).

• No match from corpus: 1 if there is no matching concept fragment for this span in

the rules extracted from the corpus.

4.3.1 Candidate Concepts

The functon clex provides candidate concept fragments for spans of words in the input

sentence. It returns the union of candidate concepts from these seven sources:

1. Training data lexicon: if the span matches a word sequence in the training data

that was labeled one or more times with a concept fragment (using automatic

alignments), return the set of concept fragments it was labeled with (a set of

phrase-concept fragment pairs).

2. Named entity: if the span is recognized as a named entity by the named entity

tagger, return a candidate concept fragment for the named entity.

3. Time expression: if the span matches a regular expression for common time ex-

pressions, return a candidate concept fragment for the time expression.

4. Frame file lookup: if the span is a single word, and the lemma of the word matches
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the name of a frame in the AMR frame files (with sense tag removed), return the

lemma concatenated with “-01” as a candidate concept fragment consisting of one

node.

5. Lemma: if the span is a single word, return the lemma of the word as a candidate

concept fragment consisting of one node.

6. Verb pass-through: if the span is a single word, and the word is a tagged as a

verb by the POS tagger, return the lemma concatenated with “-00” as a candidate

concept fragment consisting of one node.

7. Named entity pass-through: if the span length is between 1 and 7, return the

concept fragment “(thing :name (name :op1 word1 . . . :opn wordn)” as a candidate

concept fragment, where n is the length of the span, and “word1” and “wordn”

are the first and last words in the fragment.

The sources 2-7 complicate concept identification training. These sources improve

concept coverage on held-out data but they do not improve coverage on the training

data, since one of the concept sources is a lexicon extracted from the training data. Thus

correctly balancing use of the training data lexicon versus the additional sources to pre-

vent overfitting is a challenge.

To balance the training data lexicon with the other sources, we use a variant of cross-

validation. During training, when processing a training example in the training data,

we exclude concept fragments extracted from the same section of the training data. This

is accomplished by keeping track of the training instances each phrase-concept frag-

ment pair was extracted from, and excluding all phrase-concept fragment pairs within

a window of the current training instance. In our experiments the window is set to 20.

While excluding phrase-concept fragment pairs allows the learning algorithm to bal-

ance the use of the training data lexicon versus the other concept sources, it creates an-

other problem: some of the gold standard training instances may be unreachable (can-
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not be produced), because of the phrase-concept pair need to produce the example has

been excluded. This causes problems during learning. To handle this, we use infinite

ramp loss, as described in the training section §4.5.

4.4 Relation Identification

The relation identification stage adds edges among the concept subgraph fragments

identified in the first stage (§4.3), creating a graph. We frame the task as a constrained

combinatorial optimization problem.

Consider the fully dense labeled multigraph D = 〈ND, ED〉 that includes the union

of all labeled nodes and labeled edges in the concept graph fragments, as well as every

possible labeled edge n1
`−→ n2, for all n1, n2 ∈ ND and every ` ∈ LE .4

We require a subgraph G = 〈NG, EG〉 that respects the following constraints:

1. Preserving: all graph fragments (including labels) from the concept identification

phase are subgraphs of G.

2. Simple: for any two nodes n1 and n2 ∈ NG, EG includes at most one edge between

n1 and n2. This constraint forbids a small number of perfectly valid graphs, for

example for sentences such as “John hurt himself”; however, we see that < 1%

of training instances violate the constraint. We found in preliminary experiments

that including the constraint increases overall performance.5

3. Connected: G must be weakly connected (every node reachable from every other

node, ignoring the direction of edges). This constraint follows from the formal

definition of AMR and is never violated in the training data.

4To handle numbered OP labels, we pre-process the training data to convert OPN to OP, and post-

process the output by numbering the OP labels sequentially.
5In future work it might be treated as a soft constraint, or the constraint might be refined to specific

cases.
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4. Deterministic: For each node n ∈ NG, and for each label ` ∈ L∗E , there is at most

one outgoing edge in EG from n with label `. As discussed in §4.2, this constraint

is linguistically motivated.

One constraint we do not include is acyclicity, which follows from the definition of

AMR. In practice, graphs with cycles are rarely produced by the parser. In fact, none of

the graphs produced on the test set violate acyclicity.

Given the constraints, we seek the maximum-scoring subgraph. We define the score

to decompose by edges, and with a linear parameterization:

score(EG;ψ) =
∑

e∈EG
ψ>g(e) (4.2)

The features are shown in Table 4.1.

Our solution to maximizing the score in Eq. 4.2, subject to the constraints, makes

use of (i) an algorithm that ignores constraint 4 but respects the others (§4.4.1); and (ii)

a Lagrangian relaxation that iteratively adjusts the edge scores supplied to (i) so as to

enforce constraint 4 (§4.4.2).

4.4.1 Maximum Preserving, Simple, Spanning, Connected Subgraph

Algorithm

The steps for constructing a maximum preserving, simple, spanning, connected (but

not necessarily deterministic) subgraph are as follows. These steps ensure the resulting

graphG satisfies the constraints: the initialization step ensures the preserving constraint

is satisfied, the pre-processing step ensures the graph is simple, and the core algorithm

ensures the graph is connected.

1. (Initialization) Let E(0) be the union of the concept graph fragments’ weighted, la-

beled, directed edges. Let N denote its set of nodes. Note that 〈N,E(0)〉 is preserv-

ing (constraint 1), as is any graph that contains it. It is also simple (constraint 2),
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Name Description

Label For each ` ∈ LE , 1 if the edge has that label

Self edge 1 if the edge is between two nodes in the same fragment

Tail fragment root 1 if the edge’s tail is the root of its graph fragment

Head fragment

root

1 if the edge’s head is the root of its graph fragment

Path Dependency edge labels and parts of speech on the shortest syntactic

path between any two words in the two spans

Distance Number of tokens (plus one) between the two concepts’ spans (zero if

the same)

Distance indica-

tors

A feature for each distance value, that is 1 if the spans are of that dis-

tance

Log distance Logarithm of the distance feature plus one.

Bias 1 for any edge.

Table 4.1: Features used in relation identification. In addition to the features above, the following

conjunctions are used (Tail and Head concepts are elements of LN ): Tail concept ∧ Label, Head

concept ∧ Label, Path ∧ Label, Path ∧ Head concept, Path ∧ Tail concept, Path ∧ Head concept

∧ Label, Path ∧ Tail concept ∧ Label, Path ∧ Head word, Path ∧ Tail word, Path ∧ Head word

∧ Label, Path ∧ Tail word ∧ Label, Distance ∧ Label, Distance ∧ Path, and Distance ∧ Path ∧

Label. To conjoin the distance feature with anything else, we multiply by the distance.
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assuming each concept graph fragment is simple.

2. (Pre-processing) We form the edge set E by including just one edge from ED be-

tween each pair of nodes:

• For any edge e = n1
`−→ n2 in E(0), include e in E, omitting all other edges

between n1 and n2.

• For any two nodes n1 and n2, include only the highest scoring edge between

n1 and n2.

Note that without the deterministic constraint, we have no constraints that depend

on the label of an edge, nor its direction. So it is clear that the edges omitted in this

step could not be part of the maximum-scoring solution, as they could be replaced

by a higher scoring edge without violating any constraints.

Note also that because we have kept exactly one edge between every pair of nodes,

〈N,E〉 is simple and connected.

3. (Core algorithm) Run Algorithm 1, MSCG, on 〈N,E〉 and E(0). This algorithm is a

(to our knowledge novel) modification of the minimum spanning tree algorithm

of Kruskal (1956). Note that the directions of edges do not matter for MSCG.

Steps 1–2 can be accomplished in one pass through the edges, with runtime O(|N |2).

MSCG can be implemented efficiently in O(|N |2 log |N |) time, similarly to Kruskal’s al-

gorithm, using a disjoint-set data structure to keep track of connected components.6 The

total asymptotic runtime complexity is O(|N |2 log |N |).

The details of MSCG are given in Algorithm 1. In a nutshell, MSCG first adds all

positive edges to the graph, and then connects the graph by greedily adding the least

negative edge that connects two previously unconnected components.

Theorem 1. MSCG finds a maximum spanning, connected subgraph of 〈N,E〉
6For dense graphs, Prim’s algorithm (Prim, 1957) is asymptotically faster (O(|N |2)). We conjecture that

using Prim’s algorithm instead of Kruskall’s to connect the graph could improve the runtime of MSCG.
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input : weighted, connected graph 〈N,E〉 and set of edges E(0) ⊆ E to be

preserved

output: maximum spanning, connected subgraph of 〈N,E〉 that preserves E(0)

let E(1) = E(0) ∪ {e ∈ E | ψ>g(e) > 0};

create a priority queue Q containing {e ∈ E | ψ>g(e) ≤ 0} prioritized by scores;

i = 1;

while Q nonempty and 〈N,E(i)〉 is not yet spanning and connected do

i = i+ 1;

E(i) = E(i−1);

e = arg maxe′∈Qψ
>g(e′);

remove e from Q;

if e connects two previously unconnected components of 〈N,E(i)〉 then
add e to E(i)

end

end

return G = 〈N,E(i)〉;
Algorithm 1: MSCG algorithm.

Proof. We closely follow the original proof of correctness of Kruskal’s algorithm. We

first show by induction that, at every iteration of MSCG, there exists some maximum

spanning, connected subgraph that contains G(i) = 〈N,E(i)〉:

Base case: Consider G(1), the subgraph containing E(0) and every positive edge. Take

any maximum preserving spanning connected subgraph M of 〈N,E〉. We know that

such an M exists because 〈N,E〉 itself is a preserving spanning connected subgraph.

Adding a positive edge to M would strictly increase M ’s score without disconnecting

M , which would contradict the fact that M is maximal. Thus M must contain G(1).

40



Induction step: By the inductive hypothesis, there exists some maximum spanning

connected subgraph M = 〈N,EM〉 that contains G(i).

Let e be the next edge added to E(i) by MSCG.

If e is in EM , then E(i+1) = E(i) ∪ {e} ⊆ EM , and the hypothesis still holds.

Otherwise, since M is connected and does not contain e, EM ∪ {e} must have a

cycle containing e. In addition, that cycle must have some edge e′ that is not in E(i).

Otherwise, E(i) ∪ {e}would contain a cycle, and e would not connect two unconnected

components of G(i), contradicting the fact that e was chosen by MSCG.

Since e′ is in a cycle in EM ∪ {e}, removing it will not disconnect the subgraph,

i.e. (EM ∪ {e}) \ {e′} is still connected and spanning. The score of e is greater than

or equal to the score of e′, otherwise MSCG would have chosen e′ instead of e. Thus,

〈N, (EM ∪ {e}) \ {e′}〉 is a maximum spanning connected subgraph that contains E(i+1),

and the hypothesis still holds.

When the algorithm completes, G = 〈N,E(i)〉 is a spanning connected subgraph.

The maximum spanning connected subgraph M that contains it cannot have a higher

score, because G contains every positive edge. Hence G is maximal.

4.4.2 Lagrangian Relaxation

If the subgraph resulting from MSCG satisfies constraint 4 (deterministic) then we are

done. Otherwise we resort to Lagrangian relaxation (LR). Here we describe the tech-

nique as it applies to our task, referring the interested reader to Rush and Collins (2012)

for a more general introduction to Lagrangian relaxation in the context of structured

prediction problems.

We begin by encoding the edge set EG of a graph G = 〈NG, EG〉, which is a subgraph

of a fully dense multigraph D = 〈ND, ED〉, as a binary vector. G contains all the nodes

of D due to the preserving contraint (§4.4), so NG = ND. For each edge e in ED, we
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associate a binary variable ze = 1{e ∈ EG}. Here 1{P} is the indicator function, taking

value 1 if the proposition P is true, 0 otherwise. The collection of ze form a vector

z ∈ {0, 1}|ED|.

Determinism constraints can be encoded as a set of linear inequalities. For example,

the constraint that node n has no more than one outgoing ARG0 can be encoded with

the inequality: ∑
n′∈N

1{n ARG0−−−→ n′ ∈ EG} =
∑
n′∈N

z
n

ARG0−−−→n′
≤ 1. (4.3)

All of the determinism constraints can collectively be encoded as one system of inequal-

ities:

Az ≤ b,

with each row Ai in A and its corresponding entry bi in b together encoding one con-

straint. For example, for the inequality 4.3, we have a row Ai that has 1s in the columns

corresponding to edges outgoing from n with label ARG0 and 0’s elsewhere, and a

corresponding element bi = 1 in b.

The score of graph G (encoded as z) can be written as the objective function φ>z,

where φe = ψ>g(e). To handle the constraint Az ≤ b, we introduce multipliers µ ≥ 0

to get the Lagrangian relaxation of the objective function:

Lµ(z) = φ>z + µ>(b−Az),

z∗µ = arg maxz Lµ(z).

And the solution to the dual problem:

µ∗ = arg min
µ≥0

Lµ(z∗µ)
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Conveniently, Lµ(z) decomposes over edges, so

z∗µ = arg maxz (φ>z + µ>(b−Az))

= arg maxz (φ>z− µ>Az)

= arg maxz ((φ−A>µ)>z).

Thus for any µ, we can find z∗µ by assigning edges the new Lagrangian adjusted weights

φ − A>µ and reapplying the algorithm described in §4.4.1. We can find z∗ = z∗µ∗ by

projected subgradient descent, by starting with µ = 0, and taking steps in the direction:

−∂Lµ
∂µ

(z∗µ) = Az∗µ − b.

If any components of µ are negative after taking a step, they are set to zero.

Lµ∗(z
∗) is an upper bound on the optimal solution to the primal constrained prob-

lem, and is equal to it if and only if the constraints Az∗ ≤ b are satisfied. If Lµ∗(z∗) =

φ>z∗, then z∗ is also the optimal solution to the original constrained problem. Oth-

erwise, there exists a duality gap, and Lagrangian relaxation has failed. In that case

we still return the subgraph encoded by z∗, even though it might violate one or more

constraints. Techniques from integer programming such as branch-and-bound could

be used to find an optimal solution when LR fails (Das et al., 2012), but we do not use

these techniques here. In our experiments and data, with a stepsize of 1 and max num-

ber of steps as 500, Lagrangian relaxation succeeds 100% of the time at finding optimal

solution.

4.4.3 Focus Identification

In AMR, one node must be marked as the focus of the sentence. To do this, we augment

the relation identification step: we add a special concept node root to the dense graph

D, and add an edge from root to every other node, giving each of these edges the label
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FOCUS. We require that root have at most one outgoing FOCUS edge. Our system has

two feature types for this edge: the concept it points to, and the shortest dependency

path from a word in the span to the root of the dependency tree.

4.5 Training

We now describe how to train the two stages of the parser. The training data for the

concept identification stage consists of (X, Y ) pairs:

• Input: X , a sentence annotated with named entities (person, organization, loca-

tion, misciscellaneous) from the Illinois Named Entity Tagger (Ratinov and Roth,

2009), and part-of-speech tags and basic dependencies from the Stanford Parser (Klein

and Manning, 2003, de Marneffe et al., 2006).

• Output: Y , the sentence labeled with concept subgraph fragments.

The training data for the relation identification stage consists of (X, Y ) pairs:

• Input: X , the sentence labeled with graph fragments, as well as named enties,

POS tags, and basic dependencies as in concept identification.

• Output: Y , the sentence with a full AMR parse.7

Alignments (§2.6) are used to induce the concept labeling for the sentences, so no anno-

tation beyond the automatic alignments is necessary.

We train the parameters of the stages separately using AdaGrad (§3.3, Duchi et al.,

2011) with the infinite ramp loss presented in §3.2.8. We give equations for concept

identification parameters θ and features f(X, Y ). For a sentence of length k, and spans

7Because the alignments are automatic, some concepts may not be aligned, so we cannot compute

their features. We remove the unaligned concepts and their edges from the full AMR graph for training.

Thus some graphs used for training may in fact be disconnected.
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b labeled with a sequence of concept fragments c, the features are:

f(X, Y ) =
∑k

i=1 f(wbi−1:bi , bi−1, bi, ci)

To train with AdaGrad, we process examples in the training data ((X1, Y 1), . . . , (XN , Y N))

one at a time. At time t, we decode with the current parameters and the cost function

as an additional local factor to get the two outputs (with α set to a large number, 1012 in

our experiments):

ht = arg max
y′∈Y(xt)

(
wt · f(xt, y′)− α · cost(yi, y)

)
(4.4)

f t = arg max
y′∈Y(xt)

(
wt · f(xt, y′) + cost(yi, y)

)
(4.5)

and compute the stochastic gradient:

st = f(xt, h
t)− f(xt, f

t)− 2λwt

We then update the parameters and go to the next example. Each component i of the

parameter vector gets updated like so:

θt+1
i = θti −

η√∑t
t′=1 s

t′
i

sti

η is the learning rate which we set to 1. For relation identification training, we replace θ

and f(X, Y ) in the above equations with ψ and

g(X, Y ) =
∑

e∈EG
g(e).

We ran AdaGrad for ten iterations for concept identification, and five iterations for re-

lation identification. The number of iterations was chosen by early stopping on the

development set.

4.6 Experiments

We evaluate our parser on LDC2015E86. Statistics about this corpus are given in Ta-

ble 4.2.
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Split Sentences Tokens

Train 17k 340k

Dev. 1.4k 29k

Test 1.4k 30k

Table 4.2: Train/dev./test split.

P R F1

.75 .79 .77

Table 4.3: Concept identification performance on test.

For the performance of concept identification, we report precision, recall, and F1 of

labeled spans using the induced labels on the training and test data as a gold standard

(Table 4.3). Our concept identifier achieves 77% F1 on the test data. Precision drops 5%

between train and test, but recall dops 13% on test, implicating unseen concepts as a

significant source of errors on test data.

We evaluate the performance of the full parser using Smatch v1.0 (Cai and Knight,

2013), which counts the precision, recall and F1 of the concepts and relations together.

Using the full pipeline (concept identification and relation identification stages), our

parser achieves 67% F1 on the test data (Table 4.4). Using gold concepts with the relation

identification stage yields a much higher Smatch score of 78% F1. As a comparison,

AMR Bank annotators have a consensus inter-annotator agreement Smatch score of 83%

F1. The runtime of our system is given in Figure 4.3.

The drop in performance of 11% F1 when moving from gold concepts to system

concepts suggests that further improvements to the concept identification stage would

be beneficial.
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Concepts P R F1

gold .83 .74 .78

automatic .70 .65 .67

Table 4.4: Parser performance on test.
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Figure 4.3: Runtime of JAMR (all stages).

4.7 Related Work

AMR parsing methods attempted so far can be categorized into five broad categories:

graph, transition, grammar, MT, seq2seq, and conversion based methods. Graph-based

algorithms produce a graph by maximizing (approximately or exactly) a scoring func-

tion for graphs, e.g. the work in this thesis. Transition-based algorithms construct a

graph through a series of actions, and once an action is selected the alternatives for that

action are never reconsidered. Grammar-based methods use a grammar to constrain

the set of graphs that are considered while producing a parse, and the highest scoring

graph according to a scoring function is returned. MT and seq2seq based methods pro-

duce the textual form of an AMR graph directly from the input using MT or sequence

to sequence neural methods, usually with some pre-processing and/or post-processing

to make the task easier. Conversion-based methods convert the output of some other
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semantic parser into AMR graphs.

4.7.1 Graph-based Methods

Graph-based AMR parsing methods were introduced with the first AMR parser JAMR

(Flanigan et al., 2014), which was described in this chapter. JAMR’s approach to re-

lation identification is inspired by graph-based techniques for non-projective syntactic

dependency parsing. Minimum spanning tree algorithms—specifically, the optimum

branching algorithm of Chu and Liu (1965) and Edmonds (1967)—were first used for

dependency parsing by McDonald et al. (2005). Later extensions allowed for higher-

order (non–edge-local) features, often making use of relaxations to solve the NP-hard

optimization problem. Mcdonald and Pereira (2006) incorporated second-order fea-

tures, but resorted to an approximate algorithm. Others have formulated the problem

as an integer linear program (Riedel and Clarke, 2006, Martins et al., 2009). TurboParser

(Martins et al., 2013) uses AD3 (Martins et al., 2011), a type of augmented Lagrangian

relaxation, to integrate third-order features into a CLE backbone. Future work might

extend JAMR to incorporate additional linguistically motivated constraints and higher-

order features.

The JAMR parser framework has so far been improved upon in two papers (Werling

et al., 2015, Flanigan et al., 2016a). The second is presented in this thesis, and a com-

parison to the first will be discussed here. Both improvements to (Flanigan et al., 2014)

recognized that concept identification was a major bottleneck, and tried to improve this

stage of the parser. Werling et al. (2015) introduced a set of actions that generate con-

cepts, training a classifier to generate additional concepts during concept identification.

This boosted the Smatch score by 3 F1. In comparison to the work presented here, the

actions of Werling et al. (2015) are similar to the new sources of concepts in Flanigan

et al. (2016a), and the latter also introduces the infinite ramp loss to boost performance
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further.

Zhou et al. (2016) present another graph-based parser, which uses beam search to

jointly identify concepts and relations. Concepts and relations are given weights, and

the predicted graph is the highest scoring graph satisfying the same constrains as JAMR.

To compare to JAMR’s pipelined model, they use the same feature set as Flanigan et

al. (2014), and observe a 5 point increase in Smatch F-score. They also engineer more

features for concept ID, and observe an additional 3 point improvement.

Another AMR parser that can be considered graph-based is the parser introduced in

Foland and Martin (2016) and extended to a state-of-the-art parser (at the time of intro-

duction) in Foland and Martin (2017). The parser uses five Bi-LSTM networks to pre-

dict probabilities for concepts, core argument relations, non-core relations, attributes,

and named entities. Similar to the approach of JAMR, the parser first identifies concept

fragments and then connnects them together by adding edges which satisfy similar con-

straints as JAMR’s. A notable difference to JAMR is the algorithm used to add edges is

greedy, and recalculates probabilities after each edge is added.

Rao et al. (2016) use learning to search to predict AMR graphs. Like JAMR, concepts

are first predicted and then relations are predicted. As concepts and relations are pre-

dicted, the current prediction can use the results of the previous predictions. This work

uses the same aligner and decomposition of the graph into fragments as JAMR, but does

not have a connectivity constraint. Instead the graph is connect by selecting a top node

and connecting all components to this node.

4.7.2 Transition-based Methods

Transition-based algorithms, inspired from transition-based dependency parsing algo-

rithms , have been used for AMR parsing starting with Wang et al. (2015b). In a transition-

based algorithm, the AMR graph is constructed incrementally by actions which are cho-
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sen by a classifier. This approach has been used to convert dependency trees to AMR

graphs (Wang et al., 2015b, Wang et al., 2015a, Brandt et al., 2016, Barzdins and Gosko,

2016, Puzikov et al., 2016, Goodman et al., 2016b, Goodman et al., 2016a, Wang and Xue,

2017, Nguyen and Nguyen, 2017, Gruzitis et al., 2017), and to convert sentences (with

possibly additional annotations) to AMR graphs directly (Damonte et al., 2017, Buys

and Blunsom, 2017, Ballesteros and Al-Onaizan, 2017).

4.7.3 Grammar-based Methods

Grammar-based approaches to AMR parsing have also been developed. These ap-

proaches include parsers based on Synchronous Hyperedge Replacement Grammars

(SHRGs) (Peng et al., 2015, Peng and Gildea, 2016, Jones et al., 2012, Braune et al., 2014)

and Combinatory Categorial Grammars (Artzi et al., 2015, Misra and Artzi, 2016). Di-

rected acyclic graph (DAG) automata (Quernheim and Knight, 2012a, Quernheim and

Knight, 2012b) have also been investigated (Braune et al., 2014).

4.7.4 Neural Methods

With the rise of deep learning in NLP , researchers have also applied deep learning to

AMR parsing. Neural methods have been applied to graph-based methods (Foland and

Martin, 2016, Foland and Martin, 2017), transition-based methods (Puzikov et al., 2016,

Buys and Blunsom, 2017), CCG-based methods (Misra and Artzi, 2016), sequence to

sequence (seq2seq) AMR parsing (Barzdins and Gosko, 2016, Konstas et al., 2017, Peng

et al., 2017, Viet et al., 2017), and character-level (seq2seq) AMR parsing (Barzdins and

Gosko, 2016, van Noord and Bos, 2017b, van Noord and Bos, 2017a). Structured neural

methods tailored to the AMR parsing problem, such as neural graph or transition-based

methods, or tailored seq2seq methods (van Noord and Bos, 2017a), have so far shown

better performance than out-of-the-box seq2seq methods.
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4.7.5 Conversion-based and Other Methods

Conversion-based methods include converting dependency trees to AMR (Wang et al.,

2015b, inter alia) and converting the output of existing parsers for other semantic rep-

resentations to AMR. Conversion-based parsers have been built for Microsoft’s Logical

Form (Vanderwende et al., 2015), Boxer’s Discourse Representation Structures (Bjerva et

al., 2016), and the logical forms of the Treebank Semantics Corpus (Butler, 2016). Other

methods include using a statistical machine translation system to generate AMRs (Pust

et al., 2015).

4.7.6 Previous Semantic Parsing Approaches

Semantic parsing has a long history in natural language processing. Early natural lan-

guage understanding (NLU) applications parsed to semantic representations ranging

from shallow rearrangements of text (Weizenbaum, 1966) to deep semantic representa-

tions based on first order or other types of logic (Darlington and Charney, 1963, Raphael,

1964, Coles, 1968, Green, 1969). These systems used semantic analysers that were hand-

crafted for limited domains. Limited domain, deep, hand-crafted semantic analysers

were constructed with increasing levels of sophistication (Wilks, 1973, Woods, 1978,

Hirschman et al., 1989, Goodman and Nirenburg, 1991, Mitamura et al., 1991). Broad-

coverage, deep, hand-crafted semantic analysers have also been constructed (Alshawi,

1992, Copestake and Flickinger, 2000, Žabokrtskỳ et al., 2008), sometimes using a statis-

tical parser to build their analysis (Allen et al., 2007, Allen et al., 2008, Bos, 2008, Apre-

sian et al., 2003).

Learning semantic parsers with supervised machine learning started on limited do-

mains with shallow (Miller et al., 1994, Miller et al., 1996) and then deep (Zelle and

Mooney, 1996, Zettlemoyer and Collins, 2005, Wong and Mooney, 2006) semantic rep-

resentations, although there is earlier work on learning semantic parsers in the lan-
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guage acquisition literature (Quillian, 1969, Anderson, 1977). Supervised learning of

broad-coverage semantic parsing was initiated by Gildea and Jurafsky (2000), advocat-

ing construction of shallow semantic parsers, and much work was done in the shallow

semantic parsing tasks of semantic role labeling (Gildea and Jurafsky, 2000, Carreras

and Màrquez, 2005, Baker et al., 2007, inter alia) and semantic dependency parsing

(Surdeanu et al., 2008, Oepen et al., 2014, Oepen et al., 2015, inter alia). Work contin-

ued towards the goal of learning deep semantic parsers, and researchers learned larger,

but still limited-domain deep semantic parsers using indirect supervision (Liang et al.,

2009, Artzi and Zettlemoyer, 2011). Striving towards the goal of constructing robust

broad-coverage deep semantic parsers, work was done learning broad-coverage deep

semantic parsers with partial annotation (Riezler et al., 2002), unsupervised learning

(Poon and Domingos, 2009), and indirect supervision (Berant et al., 2013).

A close relative to the work in this thesis is the work of Klimeš (Klimeš, 2006b,

Klimeš, 2006a, Klimeš, 2007). This work learned a broad-coverage semantic parser us-

ing supervised machine learning for the tectogrammatical layer of the Prague Depen-

dency Treebank (PDT, (Böhmová et al., 2003)). Sometimes called deep syntactic analysis

(Žabokrtskỳ et al., 2008), the tectogrammatical layer of the PDT can be considered a

deep representation of meaning. This representation is similar to AMR, but with differ-

ent handling of various semantic phenomenon.
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Chapter 5

Generation

Many natural language tasks involve the production of natural language. Typical ex-

amples include summarization, machine translation, and question answering with nat-

ural language responses. An end-to-end system that learns to perform these tasks also

learns to produce natural language. However, producing natural language fluently is

challenging, and learning to produce natural language at the same time as learning a

task usually requires large amounts of supervised, task-specific training data.

One solution to this problem is to introduce a separate component called a generator,

shared across tasks, that generates natural language from a specification of the desired

output. The task of the generator, producing natural language, is called generation. We

call the representation input into the generator the input representation.

To be useful in downstream applications, desired properties of the input representa-

tion are that it be:

• Expressive enough to convey the desired meaning of natural language

• Possible for applications to produce

• Possible to generate from

AMR, being a whole-sentence, general-purpose semantic representation that abstracts
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across close paraphrases, is a candidate for the input representation of a general-purpose

generator. Already, even before general purpose generators were developed, there was

preliminary work on using AMR as an intermediate representation in applications such

as such as machine translation (Jones et al., 2012) and summarization (Liu et al., 2015).

And, as this chapter demonstrates, it is possible to generate reasonably high quality

English sentences from AMR, with further improvements possible in the future.

In this chapter, to facilitate the use case of AMR as an intermediate representation,

we consider generation of English from AMR. We develop the first published method

for this task, demonstrating that it is possible to generate English sentences from AMR.

Generation is essentially the inverse problem of parsing, but has its own set of

unique challenges. In a way, the generation problem is easier than parsing. The gen-

erator only needs to know one way of expressing some given semantics, whereas the

parser must be ready to recognize all ways of representing the semantics it is expected

to understand. However, the problem is in other ways more difficult: rather than ac-

cept any (possibly ungrammatical) input, the generator is expected to produce gram-

matical output. Also, because the semantic representation may leave important details

underspecified, the generator must be able to fill in these details. In our case, AMR for

example does not specify tense, number, definiteness, and whether a concept should be

referred to nominally or verbally.

The method we develop to generate from AMR first converts the input AMR graph

into a tree, and then generates a string using a tree-to-string transducer. Although this

approach at first seems unsatisfactory because it throws away the graph-structure as-

pect of the problem, there is a deeper motivation for considering this approach.

The motivation for our approach is the following: graphs in the AMR corpus have a

surprising property – for almost all of the graphs, there is a spanning tree of the graph

for which the annotated sentence becomes projective in the tree. This is surprising be-
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cause one would not expect projectiveness to occur for arbitrary graphs over the con-

cepts in a sentence, or for an arbitrary linearization process. But it seems that humans

have an interesting approach to linearizing the semantic graphs in English: they seem to

follow a tree structure. This seems to indicate that a tree-to-string transducer can model

the generation process from AMR to English.

5.1 Method Overview

Our approach to generation from AMR is the following: the input AMR graph is con-

verted to a tree (§5.3.1), which is input into the weighted intersection of a tree-to-string

transducer (§5.2.2) with a language model. The output English sentence is the (approx-

imately) highest-scoring sentence according to a feature-rich discriminatively trained

linear model (§5.3.2). The model weights for the tree transducer are tuned on a devel-

opment set (§5.3.3). The rules for the transducer are extracted from the AMR corpus

and learned generalizations; they are of four types: basic rules (§5.4.1), synthetic rules

created using a specialized model (§5.4.2), abstract rules (§5.4.3), and a small number

of handwritten rules (§5.4.4).

After discussing notation and background on tree-transducers (§5.2), we describe

our approach (§5.3) and the learning of the rules from the AMR corpus (§5.4). We dis-

cuss experiments (§5.5), perform an error analysis (§5.5), and give related work (§5.6).

5.2 Notation and Background

This section gives our notation for the tree-transducers used in the generator. We start

with a description of the input to the tree-transducer (§5.2.1), give some notation for

the tree-transducers (§5.2.2), and finally give a short-hand notation for the rules in the

tree-transducer (§5.2.3).
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5.2.1 Transducer Input Representation

In order to be input into the tree transducer, AMR graphs are transformed into trees by

removing cycles (discussed in §5.3.1) and applying a straightforward transformation to

a representation described here.

The tree input into the tree-transducer is represented as a phrase-structure-like tree

which we call the transducer input representation (transducer input), and is as fol-

lows. Let the node and edge labels for the AMR graph be from the set of concepts

LN and relations LE , respectively. For a node n with label C and outgoing edges

n
L1−→ n1, . . . , n

Lm−−→ nm sorted lexicographically by Li (each an element of LE), the trans-

ducer input of the tree rooted at n is:1

(X C (L1 T1) . . . (Lm Tm)) (5.1)

where each Ti is the transducer input of the tree rooted at ni. See Fig. 5.1 for an example.

A LISP-like textual formatting of the transducer input in Fig. 5.1 is:

(X want-01 (ARG0 (X boy)) (ARG1 (X ride-01 (ARG0 (X bicycle (mod (X red)))))))

To ease notation, we use the function sort [] to lexicographically sort edge labels in a

transducer input. Using this function, an equivalent way of representing the transducer

input in Eq. 5.1, if the Li are unsorted, is:

(X C sort [(L1 T1) . . . (Lm Tm)])

5.2.2 Tree Transducers

The transducer input is converted into a word sequence using a weighted tree-to-string

transducer. The tree transducer formalism we use is one-state extended linear, non-

deleting tree-to-string (1-xRLNs) transducers (Huang et al., 2006, Graehl and Knight,
1If there are duplicate child edge labels, then the conversion process is ambiguous and any of the

conversions can be used. The ordering ambiguity will be handled later in the tree-transducer rules.

56



want-01

boy

ride-01

bicycle

red

ARG0
ARG1

ARG1

mod

ARG0

want-01

X

ARG0 ARG1

X X

boy

bicycle mod

X

red

ride-01 ARG0

X

The boy wants to ride the red bicycle .

Figure 5.1: The generation pipeline. An AMR graph (top), with a deleted re-entrancy (dashed),

is converted into a transducer input representation (transducer input, middle), which is trans-

duced to a string using a tree-to-string transducer (bottom).

2004).2 What follows is a short introduction to tree-to-string transducers, followed by a

shorthand notation we use for the rules in the transducer.

Definition 1. (From Huang et al., 2006.) A 1-xRLNs transducer is a tuple (N,Σ,W,R)

2Multiple states would be useful for modeling dependencies in the output, but we do not use them

here.
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where N is the set of nonterminals (relation labels and X), Σ is the input alphabet (concept

labels), W is the output alphabet (words), and R is the set of rules. A rule in R is a tuple

(t, s, φ) where:

1. t is the LHS tree, whose internal nodes are labeled by nonterminal symbols, and whose

frontier nodes are labeled terminals from Σ or variables from a set X = {X1, X2, . . .};

2. s ∈ (X ∪W )∗ is the RHS string;

3. φ is a mapping from X to nonterminals N .

A rule is a purely lexical rule if it has no variables.

As an example, the tree-to-string transducer rules which produce the output sen-

tence from the transducer input in Fig. 5.1 are:

(X want-01 (ARG0 X1) (ARG1 X2))→ The X1 wants to X2 .

(X ride-01 (ARG1 X1))→ ride the X1

(X bicycle (mod X1))→ X1 bicycle

(X red)→ red

(X boy)→ boy (5.2)

Here, all Xi are mapped by a trivial φ to the nonterminal X .

The output string of the transducer is the target projection of the derivation, defined

as follows:

Definition 2. (From Huang et al., 2006.) A derivation d, its source and target projections,

denoted S(d) and E(d) respectively, are recursively defined as follows:

1. If r = (t, s, φ) is a purely lexical rule, then d = r is a derivation, where S(d) = t and

E(d) = s;

2. If r = (t, s, φ) is a rule, and di is a (sub)-derivation with the root symbol of its source

projection maching the corresponding substition node in r, i.e., root(S(di)) = φ(xi), then

d = r(d1, . . . , dm) is also a derivation, where S(d) = [xi 7→ S(di)]t and E(d) = [xi 7→
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E(di)]s.

The notation [xi 7→ yi]t is shorthand for the result of substituting yi for each xi in t, where

xi ranges over all variables in t.

The set of all derivations of a target string e with a transducer T is denoted

D(e, T ) = {d | E(d) = e}

where d is a derivation in T .

5.2.3 Shorthand Notation for Transducer Rules

We use a shorthand notation for the transducer rules that is useful when discussing rule

extraction and synthetic rules. Let fi be a transducer input. The transducer input has

the form

fi = (X C (L1 T1) . . . (Lm Tm))

where Li ∈ LE and T1, . . . , Tm are transducer inputs.3 Let A1, . . . An ∈ LE . We use

(fi, A1, . . . , An)→ r (5.3)

as shorthand for the rule:

(X C sort [(L1 T1) . . . (Lm Tm)(A1 X1) . . . (An Xn)])→ r (5.4)

Note r must contain the variables X1 . . . Xn. In (5.3) and (5.4), argument slots with

relation labelsAi have been added as children to the root node of the transducer input fi.

For example, the shorthand for the transducer rules in (5.2) is:

((X want-01),ARG0,ARG1)→ The X1 wants to X2 .

((X ride-01),ARG1)→ ride the X1

((X bicycle),mod)→ X1 bicycle

((X red))→ red (5.5)
3If fi is just a single concept with no children, then m = 0 and fi = (X C).
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5.3 Generation

To generate a sentence e from an input AMR graph G, a spanning tree G′ of G is com-

puted, and then transformed into a string using a tree-to-string transducer. Here we

discuss the algorithm for choosing the spanning tree, and the decoding and learning

algorithms for the tree-to-string transducer.

5.3.1 Spanning Tree

The choice of spanning tree may have a large effect on the output, since the transducer

output will always be a projective reordering of the transducer input tree’s leaves. Our

spanning tree results from a breadth-first-search traversal, visiting child nodes in lexico-

graphic order of the relation label (inverse relations are visited last). The edges traversed

are included in the tree. This simple heuristic, which works well for control structures,

is a baseline which can potentially be improved in future work.

5.3.2 Decoding

Let T = (N,Σ,W,R) be the tree-to-string transducer used for generation. The output

sentence is the highest scoring transduction of G′:

e = E

(
arg max
d∈D(G′,T )

score(d;θ)

)
(5.6)

Eq. 5.6 is solved approximately using the cdec decoder for machine translation (Dyer et

al., 2010). The score of the transduction is a linear function (with coefficients θ) of a vec-

tor of features. The features are the output sequence’s language model log-probability

and features associated with each rule r in the derivation (denoted f(r) and listed in

Table 5.1). Thus the scoring function for derivation d of a transduction is:

score(d;θ) = θLM log(pLM(E(d))) +
∑
r∈d

θ>f(r)
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Name Description

Rule 1 for every rule

Basic 1 for basic rules, else 0

Synthetic 1 for synthetic rules, else 0

Abstract 1 for abstract rules, else 0

Handwritten 1 for handwritten rules, else 0

Rule given concept log(number of times rule extracted / number of times concept observed

in training data) (only for basic rules, 0 otherwise)

. . . without sense same as above, but with sense tags for concepts removed

Synthetic score model score for the synthetic rule (only for synthetic rules, 0 otherwise)

Word count number of words in the rule

Non-stop word count number of words not in a stop word list

Bad stop word number of words in a list of meaning-changing stop words, such as “all,

can, could, only, so, too, until, very”

Negation word number of words in “no, not, n’t”

Table 5.1: Rule features. There is also an indicator feature for every handwritten rule.

5.3.3 Discriminative Training

The feature weights θ of the transducer are learned by maximizing the BLEU score (Pap-

ineni et al., 2002) of the generator on a development dataset (the standard development

set for LDC2014T12) using MERT (Och, 2003). The features are the language model

log-probability and the rule features listed in Table 5.1.

5.4 Rule Learning

In the next four sections, we describe how the rules R of the trandsucer are extracted

and generalized from the training corpus. The rules are a union of four types of rules:
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basic rules (§5.4.1), synthetic rules (§5.4.2), abstract rules (§5.4.3), and a small number

of handwritten rules (§5.4.4).

5.4.1 Basic Rules

The basic rules, denoted RB, are extracted from the training AMR data using an algo-

rithm similar to extracting tree transucers from tree-string aligned parallel corpora (Gal-

ley et al., 2004). Informally, the rules are extracted from a sentencew = 〈w1, . . . , wn〉with

AMR graph G as follows:

1. The AMR graph and the sentence are aligned; we use the aligner from §2.6, which

aligns non-overlapping subgraphs of the graph to spans of words. The subgraphs

that are aligned are called fragments. In our aligner, all fragments are trees.

2. G is replaced by its spanning tree by deleting relations that use a variable in the

AMR annotation.

3. In the spanning tree, for each node i, we keep track of the word indices b(i) and

e(i) in the original sentence that trap all of i’s descendants. (This is calculated

using a simple bottom-up propagation from the leaves to the root.)

4. For each aligned fragment i, a rule is extracted by taking the subsequence 〈wb(i) . . . we(i)〉

and “punching out” the spans of the child nodes (and their descendants) and re-

placing them with argument slots.

See Fig. 5.2 for examples.

More formally, assume the nodes in G are numbered 1, . . . , N and the fragments are

numbered 1, . . . , F . Let nodes : {1, . . . , F} → 2{1,...,N} and root : {1, . . . , F} → {1, . . . , N}

be functions that return the nodes in a fragment and the root of a fragment, respectively,

and let children : {1, . . . , N} → 2{1,...,N} return the child nodes of a node. We consider a

node aligned if it belongs to an aligned fragment. Let the span of an aligned node i be

denoted by endpoints ai and a′i; for unaligned nodes, ai = ∞ and a′i = −∞ (depicted
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0 The 1 ((boy) 2 wants 3 to 4 (ride 5 the 6 ((red) 7 bicycle))) 8

(a) Example sentence annotated with word indices, and bracketed according to b(i) and e(i) from the

graph in (b).

want-01[2,3] 
[1,8]

boy[1,2] 
[1,2] ride-01 [4,5] 

[4,8]

bicycle [7,8] 
[6,8]

red [6,7] 
[6,7]

ARG0 ARG1

ARG1

mod

(b) AMR tree for the example sentence in (a) annotated with ai, a′i (superscripts) and b(i), e(i) (subscripts).

want-01

X

ARG0 ARG1

X1 X2

X

ride-01 ARG0

X1

X1 wants to X2

ride the X1

bicycle mod

X1

X

X1 bicycle

X

boy

boy
X

red

red

(c) Extracted rules from this example pair.

Figure 5.2: Example rule extraction from an AMR-annotated sentence. The AMR graph has

already been converted to a tree by deleting relations that use a variable in the AMR annotation

(step 2 in §5.4.1).

63



with superscripts in Fig. 5.2). The node alignments are propagated by defining b(·) and

e(·) recursively, bottom up:

b(i) = min(aj, min
j∈children(i)

b(j))

e(i) = max(a′j, max
j∈children(i)

e(j))

Also define functions b̃ and ẽ, from fragment indices to integers, as:

b̃(i) = b(root(i))

ẽ(i) = e(root(i))

For fragment i, let Ci = children(root(i)) − nodes(i), which is the children of the

fragment’s root concept that are not included in the fragment. Let fi be the transducer

input for fragment i.4 If Ci is empty, then the rule extracted for fragment i is:

ri : (fi)→ wb̃(i):ẽ(i) (5.7)

Otherwise, let m = |Ci|, and denote the edge labels from root(i) to elements of Ci as

A1(i) . . . Am(i). For j ∈ {1, . . . ,m}, let kj select the elements ckj of Ci in ascending order

of b(kj). Then the rule extracted for fragment i is:

ri : (fi, Ak1(i), . . . Akm(i))→

wb̃(i):b̃(k1) X1 wẽ(k1):b̃(k2) X2 . . . . . . wẽ(km−1):b̃(km)Xm wẽ(km):ẽ(i) (5.8)

A rule is only extracted if the fragment i is aligned and the child spans do not overlap.

Fig. 5.2 gives an example of a tree annotated with alignments, b and e, and the extracted

rules.

4I.e., the nodes in fragment i, with the edges between them, represented as a transducer input.
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5.4.2 Synthetic Rules

The synthetic rules, denoted RS(G), are created to generalize the basic rules and over-

come data sparseness resulting from our relatively small training dataset. Our synthetic

rule model considers an AMR graph G and generates a set of rules for each node in G.

A synthetic rule’s LHS is a transducer input f with argument slots A1 . . . Am (this is

the same form as the LHS for basic rules). For each node in G, one or more LHS are

created (we will discuss this further below), and for each LHS, a set of k-best synthetic

rules are produced. The simplest case of a LHS is just a concept and argument slots

corresponding to each of its children.

For a given LHS, the synthetic rule model creates a RHS by concatenating together a

string in W ∗ (called a concept realization and corresponding to the concept fragment)

with strings in W ∗XW ∗ (called an argument realization and corresponding to the ar-

gument slots). See the right of Fig. 5.3 for a synthetic rule with concept and argument

realizations highlighted.

to DEST

ARG0 ride-01 DEST

ARG0 was

ARG0

the ARG0

rides to the DEST ride-01

X

ARG0 DEST

X1 X2

the X1 rides to the X2

Figure 5.3: Synthetic rule generation for the rule shown at right. For a fixed permutation of the

concept and arguments, choosing the argument realizations can be seen as a sequence labeling

problem (left, the highlighted sequence corresponds to the rule at right). In the rule RHS on the

right, the realization for ARG0 is bold, the realization for DEST is italic, and the realization for

ride-01 is normal font.

Thus, synthetic rules are a concept fragment with a list of arguments (relation labels)

transduced into a linear string, where the linear string is a permutation of the argument

65



realizations and concept realization. More precisely, in our notation synthetic rules have

the form:

r : (f, A1, . . . Am)→

lk1Xk1rk1 . . . lkcXkcrkc c lkc+1Xkc+1rkc+1 . . . lkmXkmrkm (5.9)

where:

• f is a transducer input.

• Each Ai ∈ LE .

• 〈k1, . . . , km〉 is a permutation of 〈1, . . . ,m〉

• c ∈ W ∗ is the realization of transducer input f .

• Each li, ri ∈ W ∗ and Xi ∈ X . Let Ri = 〈li, ri〉 denote the realization of argument i.

• c ∈ [0,m] is the position of c among the realizations of the arguments.

Let F be the space of all possible transducer inputs. Synthetic rules make use of

three lookup tables (which are partial functions) to provide candidate realizations for

concepts and arguments: a table for concept realizations lex : F → 2W
∗ , a table for

argument realizations when the argument is on the left left lex : F × LE → 2W
∗ , and a

table for argument realizations when the argument is on the right right lex : F × LE →

2W
∗ . These tables are constructed during basic rule extraction, the details of which are

discussed below.

Synthetic rules are selected using a linear model with features g and coefficients ψ,

which scores each RHS for a given LHS. For LHS = (f, A1, . . . Am), the RHS is specified

completely by c, c, R1, . . . , Rm and a permutation k1, . . . , km. For each node in G, and for

each transducer input f in the domain of lex that matches the node, a LHS is created,

and a set of K synthetic rules is produced for each c ∈ lex (f). The rules produced are
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the K-best solutions to:

arg max
c,k1...km,R1,...,Rm

( c∑
i=1

ψ>g(Rki , Aki , c, i, c)

+ψ>g(〈ε, ε〉, ∗, c, c+ 1, c) +
m∑

i=c+1

ψ>g(Rki , Aki , c, i+ 1, c)
)

(5.10)

where the max is over c ∈ 0 . . .m, k1, . . . , km is any permutation of 1, . . . ,m, and Ri ∈

left lex (Ai) for i < c and Ri ∈ right lex (Ai) for i > c. ∗ is used to denote the concept

position. ε is the empty string.

The generated synthetic rules are added to the basic rules in the tree-transducer,

using the features in listed Table 5.1. These features have binary indicator features that

distinguish basic rules from synthetic rules, and include the synthetic rule model score

as a feature in the tree transducer.

The best solution to Eq. 5.10 is found exactly by brute force search over concept

position c ∈ [0,m+ 1] and the permutation k1, . . . , km. With fixed concept position and

permutation, each Ri for the arg max is found independently. To obtain the exact K-best

solutions, we use dynamic programming with a K-best semiring (Goodman, 1999) to

keep track of the K best sequences for each concept position and permutation, and take

the best K sequences over all values of c and k·.

The synthetic rule model’s parameters ψ are estimated using basic rules extracted

from the training data. These parameters are learned independently from the parame-

ters in the tree-transducer (whose training procedure is described in §5.3.3). However,

the model score for synthetic rules is included as a feature in tree-transducer (see Ta-

ble 5.1). The synthetic rule parameters ψ are learned using AdaGrad (§3.3, Duchi et al.,

2011) with the Perceptron loss function (§3.2.4, Rosenblatt, 1957, Collins, 2002) for 10

iterations over all the extracted basic rules. The synthetic rule features g are listed in

Table 5.2.
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Feature name Value

POS + Ai + “dist” |c− i|

POS + Ai + side 1.0

POS + Ai + side + “dist” |c− i|

POS + Ai + Ri + side 1.0

c + Ai + “dist” |c− i|

c + Ai + side 1.0

c + Ai + side + “dist” |c− i|

c + POS + Ai + side +

“dist”

|c− i|

Table 5.2: Synthetic rule model features. POS is the most common part-of-speech tag sequence

for c, “dist” is the string “dist”, and side is “L” if i < c, “R” otherwise. + denotes string concate-

nation.

The training examples for the synthetic rule model are individual extracted basic

rules (duplicate example rules allowed). Thus, each extracted basic rule (duplicate rules

allowed) is an example LHS-RHS pair used to as a training example when training the

model parameters ψ.

To allow the basic rules to be used as training examples for the synthetic rule model,

the basic rules are put into the form of Eq. 5.9 by segmenting the RHS into the form

l1X1r1 . . . c . . . lmXmrm (5.11)

by choosing c, li, ri ∈ W ∗ for i ∈ {1, . . . ,m}. Segmenting the RHS of the basic rules into

the form of Eq. 5.11 is done as follows (An example segmentation is the rule RHS on the

right in Fig. 5.3.): c is the aligned span for f . For the argument realizations, arguments

to the left of c are associated with words to their right, and arguments to the right are

associated with words to their left. Specifically, for i < c (Ri to the left of c but not next

to c), li is empty and ri contains all words between ai and ai+1. For i = c (Ri directly
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to the left of c), li is empty and ri contains all words between ac and c. For i > c + 1, li

contains all words between ai−1 and ai, and for i = c + 1, li contains all words between

c and ai.

The tables for lex , left lex , and right lex are populated using the segmented basic rules.

For each basic rule extracted from the training corpus and segmented according to the

previous paragraph, f → c is added to lex , and Aki → 〈li, ri〉 is added to left lex for i ≤ c

and right lex for i > c. The permutation ki is known during extraction in Eq. 5.8.

5.4.3 Abstract Rules

Like the synthetic rules, the abstract rules RA(G) generalize the basic rules. However,

abstract rules are much simpler generalizations which use part-of-speech (POS) tags to

generalize. Abstract rules make use of a POS abstract rule table, which is a table listing

every combination of the POS of the concept realization, the child arguments’ labels,

and rule RHS with the concept realization removed and replaced with ∗. This table is

populated from the basic rules extracted from the training corpus. An example entry in

the table is:

(VBD,ARG0,DEST)→ X1 〈∗〉 to the X2

For the LHS (f, A1, . . . Am), an abstract rule is created for each member of c ∈ lex (f)

and the most common POS tag p for c by looking up p, A1, . . . Am in the POS abstract

rule table, finding the common RHS, and filling in the concept position with c. The set

of all such rules is returned.

5.4.4 Handwritten Rules

We also have a small number of handwritten rules RH for things that are regular and

hard to learn. We have handwritten rules for dates, conjunctions, multiple sentences,
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Split Sentences Tokens

Train 10,000 210,000

Dev. 1,400 29,000

Test 1,400 30,000

MT09 204 5,000

Table 5.3: Train/dev./test/MT09 split.

and the concept have-org-role-91. For have-org-role-91, we use handwritten

rules because it is a difficult concept for the aligner to align, and is handled relatively

well with a small set of rules. We also create pass-through rules for concepts by remov-

ing sense tags and quotes (for string literals).

5.5 Experiments

We evaluate on the AMR Annotation Release version 1.0 (LDC2014T12) dataset. We

follow the recommended train/dev./test splits, except that we remove MT09 data (204

sentences) from the training data and use it as another test set. Statistics for this dataset

and splits are given in Table 5.3. We use a 5-gram language model trained with KenLM

(Heafield et al., 2013) on Gigaword (LDC2011T07), and use 100-best synthetic rules.

We evaluate with the BLEU scoring metric (Papineni et al., 2002) (Table 5.4). We

report single reference BLEU for the LCD2014T12 test set, and four-reference BLEU for

the MT09 set. We report ablation experiments for different sources of rules. When

ablating handwritten rules, we do not ablate pass-through rules.

The full system achieves 22.1 BLEU on the test set, and 21.2 on MT09. Removing

the synthetic rules drops the results to 9.1 BLEU on test and 7.8 on MT09. Removing

the basic and abstract rules has little impact on the results. This may be because the
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Rules Test MT09

Full 22.1 21.2

Full − basic 22.1 20.9

Full − synthetic 9.1 7.8

Full − abstract 22.0 21.2

Full − handwritten 21.9 20.5

Table 5.4: Uncased BLEU scores with various types of rules removed from the full system.

synthetic rule model already contains much of the information in the basic and abstract

rules. Removing the handwritten rules has a slightly larger effect, demonstrating the

value of handwritten rules in this statistical system.

5.6 Related Work

So far the work in AMR generation can be categorized into five major types: tree-

transducer-based, graph-based, graph-grammar-based, MT or seq2seq-based, transition-

based, and rule-based. We will discuss each one in turn (§5.6.1 - §5.6.6). The AMR

generator presented in Flanigan et al. (2016b) is the first AMR generator, and to our

knowledge, this is the first broad-coverage generator from a deep semantic representa-

tion learned using supervised learning. We review other approaches to generation in

§5.6.7.
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5.6.1 Tree-Transducer Approaches

There are two systems that have used tree-transducers for AMR generation. The first

system is described in this chapter (Flanigan et al., 2016b). The second system by Gruzi-

tis et al. (2017), which placed first in the human evaluation at SemEval 2017 (May and

Priyadarshi, 2017), combines the JAMR system of Flanigan et al. (2016b) with a hand-

written rule-based generator. The AMR graphs are converted to abstract syntax trees,

and the Grammatical Framework (GF) generator (Ranta, 2011) is used to generate En-

glish. If the GF generator can not produce an output, the output of JAMR is used, which

occurs for 88% of the sentences in the SemEval 2017 test set.

5.6.2 Graph-based Approaches

Song et al. (2016) casts AMR generation as an asymmetric generalized traveling sales-

man problem (ASGTP), where nodes in the ASGTP are applications of rules which map

AMR graph fragments to strings. A traversal of the ASGTP graph covers the AMR

graph (generates something for each concept) and orders the generated strings based

on the order in which nodes in the ASGTP are visited. This is similar to casting phrase-

based machine translation as a traveling salesman problem (Zaslavskiy et al., 2009), but

generalized to graph-to-string generation.

5.6.3 Graph-grammar Approaches

Song et al. (2017) uses a synchronous node replacement grammar (SNRG) to generate

from AMR. SNRGs are similar to synchronous context free grammars (SCFGs), but one

side of the grammar is a grammar over graphs (a graph grammar). Song et al. (2017)

combines a SNRG with a feature-based statistical model which includes a language

model to generate natural language.
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5.6.4 MT or seq2seq Approaches

Machine translation and seq2seq approaches have been applied to AMR generation.

Pourdamghani et al. (2016) applies phrase-based machine translation to linearized AMR

graphs, trying three different linearization methods. Interestingly, although they obtain

a much higher BLEU score than JAMR (26.9 vs 22.0), they were judged significantly

worse in the human evaluation of SemEval 2017 (May and Priyadarshi, 2017). This

indicates that BLEU score is not a good metric of comparison despite its widespread

use in AMR generation. It is important to note that BLEU score has been observed to be

poorly correlated with BLEU score for many generation tasks (Reiter, 2018). Konstas et

al. (2017) applies seq2seq neural machine translation to linearized AMR graphs. They

see an improvement over previous approaches when including pseudo-gold standard

AMR graphs derived from applying existing AMR parsers to English Gigaword corpus

(LDC2011T07).

5.6.5 Transition-based Approaches

Transition-based AMR generation casts the generation problem as a sequence of actions

which are chosen by a machine-learned classifier. In Lampouras and Vlachos (2017)

and Schick (2017), AMR graphs are transformed using a sequence of actions into syn-

tactic dependency trees (Lampouras and Vlachos, 2017) or tree structures similar to

dependency trees (Schick, 2017), and then linearized as a second step in the generation

process.

5.6.6 Rule-based Approaches

Two rule-based AMR generators have been developed. In the system of Gruzitis et

al. (2017), AMR graphs are converted to abstract syntax trees, and the Grammatical
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Framework (GF) generator (Ranta, 2011) is used to generate English. If the GF generator

can not produce an output, the output of JAMR (Flanigan et al., 2016b) is used. In the

system of Mille et al. (2017), AMR graphs are transformed to surface-syntactic structures

using a series of rule-based graph transducers. The surface-syntactic structures are then

linearized using an off-the-shelf linearizer (Bohnet et al., 2011) from the first surface

realization shared task (Belz et al., 2011).

5.6.7 Previous Generation Approaches

There is a large body of work for statistical and non-statistical NLG from a variety of

input representations, and we will give the major milestones and representative papers

for each approach. Researchers have determined that generation involves three distinct

problems: planning what to say to achieve a communicative goal (text planning), split-

ting this information into concepts and sentences (sentence planning), and expressing

these concepts in natural language (surface realization) (Thompson, 1977, Rambow and

Korelsky, 1992, Reiter, 1994). As the generation work in this thesis can be classified as

surface realization, we will focus on that here. In summary, broad-coverage deep se-

mantic generators have been constructed with hand-written rules, limited domain deep

semantic generators have been learned using supervised learning, broad-coverage deep

syntactic generators have been learned using supervised learning, and various hand-

written generators have been augmented with statistical techniques, but, to our knowl-

edge, AMR generators are the first broad-coverage deep semantic generators learned

using supervised learning.

The first generators were developed using hand-crafted grammars, and high quality

systems with hand-crafted grammars have been developed for both limited and broad-

coverage domains. The input specification for these systems has ranged from tem-

plates (McRoy et al., 2000, Deemter et al., 2005), to abstract syntactic trees, to deep syn-
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tax, to deep semantic representations (Mann, 1983, Kasper, 1989, Bateman, 1997, Apre-

sian et al., 2003, Žabokrtskỳ et al., 2008). Modern surface realizers with hand-crafted

grammars include PENMAN, FUF/SURGE, RealPro, and KPML. Although these sys-

tems are general purpose, they can require significant fine-tuning of grammatical and

lexical resources to adapt them to a particular domain (Bohnet et al., 2010), and they are

not truly broad-coverage off-the-shelf.5 Broad-coverage hand-crafted generators with

large lexical databases do exist, such as SimpleNLG (Gatt and Reiter, 2009) which maps

from a slightly lower level specification than other generators, and the generators in the

machine translation systems ETAP-3 (Apresian et al., 2003) and TectoMT (Žabokrtskỳ

et al., 2008), which map from UNL or deep syntax to Russian and English (ETAP-3) or

deep syntax to Czech and English (TectoMT).

The first work using machine learning for generation combined rule-based genera-

tors with statistical techniques. These systems take a rule-based generator that overgen-

erates and rescore the output using an n-gram language model (Knight and Hatzivas-

siloglou, 1995, Langkilde and Knight, 1998). They generate from abstract syntax trees

(Bangalore and Rambow, 2000, inter alia) or from deep semantic representations (Langk-

ilde and Knight, 1998, inter alia).

The first work to learn surface realization from supervised training examples learned

to map from shallow semantics to natural language for limited domains (Ratnaparkhi,

2000, Oh and Rudnicky, 2002, Varges and Mellish, 2001). Each of these systems learned

a mapping from attribute tuples to templates. The first work we are aware of to learn

to map from a deep semantic representation to natural language is Wong and Mooney

(2007), which learned limited domains (GeoQuery and RoboCup) and there has been

significant follow up work on this domain.

5To our knowledge, these systems contains fairly small lexical databases (such as KPML which con-

tains around 1000 lexical entries). Systems that we classify as broad-coverage, such as SimpleNLG and

ETAP-3, contain over 300,000 and 65,000 lexical entries respectively.
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There is also work learning broad-coverage generators from shallow and deep syn-

tax using supervised examples (Bohnet et al., 2010, Bohnet et al., 2011, Belz et al., 2011).

Ballesteros et al. (2014) and Ballesteros et al. (2015) generate from a deep syntactic rep-

resentation that does not have the same number of nodes as the surface syntax, an issue

that must be addressed when generating from deep semantic representations such as

AMR. Similar to the work in this chapter, they use also tree-transducers for generation.

However they use a series of SVM classifiers for transduction rather than a weighted

tree-transducer as we do here.
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Chapter 6

Conclusions and Future Work

We conclude with a summary of our contributions and directions for future research.

6.1 Summary of Contributions

In this thesis, we have made the following contributions to semantic parsing and gen-

eration from semantic structures:

• A two-stage approach to semantic parsing for AMR, where concepts are first iden-

tified using a sequence labeling algorithm, and relations are then added using a

graph algorithm.

• An approximate inference algorithm for finding the maximum weight, spanning

connected subgraph of a graph with linear constraints and weights on the edges,

which is used to find relations within an AMR parser.

• A two-stage approach to generation from AMR, where the AMR graph is first

converted to a tree, and the resulting tree is transduced into a string.

• A rule-based approach to automatic alignment of AMR graphs to the training data

sentences, which is used to train the AMR parser and generator.
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• A new loss function which generalizes SVM loss for structured prediction when

the training data contains unreachable training examples, which we use to train

an AMR parser.

6.2 Future Work

Directions for future work for AMR parsing include replacing the linear model in the

parsing algorithm presented here with a deep learning model, improved alignment

methods, and using decoding methods for higher-order features like AD3 or global

neural scoring functions.

For AMR generation, future directions include improved modeling of interdepen-

dencies between the parent’s and child’s realizations (to account for subject-verb agree-

ment, among other things), and combining the tree-transducer approach we presented

with deep learning.

For both AMR parsing and generation, semi-supervised and human-in-the-loop tech-

niques may improve performance. Annotating more data with AMR parses induced

from interactions with humans, such as learning semantic representations from ques-

tion answer pairs, may be a fruitful area of research.

Exploring the utility of AMR in downstream tasks is also likely a fruitful avenue of

research. After all, a semantic representation is only as useful as what it can be used for.
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I conclude with a quote from Vanilla Ice, whose lyric serves as encouragement to

computer scientists and engineers throughout the world, and inspired me while solv-

ing problems in this thesis:

If there was a problem

Yo I’ll solve it

Check out the hook while my DJ revolves it

(Ice, 1990)
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