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Abstract
A common assumption in many machine learning techniques is that the

data points are independent and identically distributed (i.i.d.). However, of-
ten data can be divided into subgroups of data points that are related in some
way, and this violates the assumption that they are identically distributed.
Such subgroups are commonly referred to as domains or subpopulations. Do-
main information can be used to learn beer machine learning models, and
multi–domain learning techniques provide one way of using domain infor-
mation in data. An important question when using multi–domain learning
techniques is that of defining how a given dataset is divided into domains. Of-
ten some metadata aribute associated with the instances is used for defining
domains. In this thesis, we consider the impact of the definition of domains
on multi–domain learning, and propose approaches that can handle the case
where domains can be defined for a given dataset in more than one way.

We first present an empirical analysis of existing multi–domain learning
methods, with the aim of understanding how the definition and properties
of domains influence their performance. We show that the performance of
multi–domain learning techniques can be affected by two factors: (i) an en-
semble learning effect due to classifier combination; and (ii) the distribution
of class labels across the different domains.

We then show that it is possible to design a problem–driven approach
to multi–domain learning. We propose a feature representation that is mo-
tivated by knowledge about the domains available in the data. Our feature
representation explicitly accounts for the structural similarity among syntac-
tic features across multiple domains, even when the domains can be defined
in more than one way.

Finally, we present learning methods that go beyond the current multi–
domain learning paradigm, which assumes a single way of dividing the data
into domains. For many text classification tasks, multiple metadata aributes
associated with the text can influence the behavior of textual features as well
as the performance on the task. e different metadata aributes can have
varying utility for the purpose of defining domains for multi–domain learn-
ing. Choosing a single metadata aribute to define domains in such cases may
not be optimal. We propose methods that allow the use of multiple metadata
aributes for defining domains, leading to beer models that are still efficient.
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1 | Introduction

Statistical machine learning has become an integral part of the techniques used for nat-
ural language processing (NLP). Machine learning methods represent the state of the art
in classification, regression, as well as structured prediction problems. One of the fun-
damental assumptions in many machine learning approaches is that the training as well
as test data instances are drawn independently from the same underlying distribution.
is is commonly known as the i.i.d. (independent and identically distributed) assump-
tion. However, the i.i.d. assumption is oen violated — that is, the data points are either
not independent, or not drawn from the exact same underlying distribution, or both. is
thesis addresses the second case: the data points are not drawn from the same underlying
distribution, and therefore are not “identically distributed.”

Several machine learning problems exist where data points are not identically dis-
tributed. For example, for the task consumer advertising, one cannot assume that the
spending behavior is identically distributed across all consumers — it is correlated to fac-
tors such as their income level, gender, and age. For a task such as segmentation of an im-
age into background and foreground, one can expect different underlying distributions for
indoor versus outdoor images, or images of people versus images of objects. For weather
forecasting, while it might be useful to consider weather paerns in nearby geograph-
ical areas, one can clearly not assume that they are identically distributed as the local
weather. In each of the above scenarios, ignoring the fact that the data points are not
identically distributed (and in fact, can be meaningfully grouped into subsets that emerge
naturally based on some metadata aribute) can adversely affect the models learned by
machine learning methods. is can lead to inaccurate predictions such as advertising of
irrelevant products, incorrect image segmentation, and inaccurate weather forecasts.

Tasks in natural language processing are no exception when it comes to violating the
“identically distributed” assumption. For example, consider the task of learning a classi-
fier to predict if a consumer review for some product on the Amazon.com website has a
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positive or negative polarity.1 We will call this the polarity prediction task. On the face
of it, it might seem reasonable to model a dataset of Amazon.com reviews assuming that
the reviews are identically distributed, that is, the features appearing in all reviews share
a common background distribution over some fixed vocabulary. However, a lile more
thinking reveals several aspects that can affect the feature distribution in a review. e
category of a product (whether it is a book, or a movie, or a kitchen appliance) will natu-
rally influence the vocabulary used in the reviews of the corresponding products (Blitzer
et al., 2007). Even within a category such as “movies,” the genre of the movie might affect
the language in the reviews. e price range of a product might influence customer ex-
pectations and therefore their language in the reviews. us, assuming that reviews are
identically distributed is an oversimplification when designing a machine learning ap-
proach to the problem of polarity prediction. A model that ignores this aspect is in effect
ignoring structure in data that can be used to make beer predictions. For example, the
word “engaging” is much more likely to be an indicator of positive polarity in book re-
views or movie reviews, than in kitchen appliance reviews, where it may not be indicative
of any sentiment. is should help a model make more accurate predictions when clas-
sifying reviews. It is only possible if the learning method, or the feature representation
that is used, accounts for such structure in data in some way.

Recognizing this fact, research in recent years has focused aention on going beyond
the assumption of identically distributed data points. While a detailed description of re-
lated threads of research is in Chapter 2, we will now briefly introduce the multi–domain
learning framework, which is one way to exploit structure in data in the form of data
points that are not identically distributed, but instead belong to different subgroups.

1.1 Multi–Domain Learning

Wewill formally set up the multi–domain learning problem in Chapter 3. At this time, we
only provide a high–level overview of the problem tomotivate the goals and contributions
of this thesis.

Multi–domain learning (Dredze andCrammer, 2008, Dredze et al., 2009) aims to exploit
group structure in data. While there are a few variations in the different problem scenarios

1is is a practically useful task for multiple reasons. ere are oen plain–text opinions expressed on
the internet about different products. Polarity classification models can be useful for such unstructured
data which is not associated with a star–rating. Even for Amazon.com, assigning polarity to video–based
reviews that are not tagged with a star–rating is an important task.
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considered originally by Dredze and Crammer (2008), the key factor in all of them is that
the training data can be divided into subsets or groups of data points, which are variously
referred in the literature as domains, subpopulations, or tasks.2 We will refer to them as
domains. Domains are usually defined based on some metadata aribute associated with
each of the instances. For example, on a widely used dataset of Amazon.com product
reviews (Blitzer et al., 2007), the product category (such as books, dvds, electronics,
or kitchen appliances) is used to define domains. e key intuition typically used in
defining domains for a dataset is that the data points within a domain should be similar
to each other in some way, and also different to some extent from the data points in other
domains. ere is also the assumption that there are some similarities across domains that
can be exploited toward modeling some task of interest (such as polarity prediction on
Amazon.com reviews) in a beer way. Given such a dataset that is divided into multiple
domains, the goal in multi–domain learning is to learn shared parameters across domains,
as well as domain–specific parameters for each of the domains in the training data.3

1.2 Defining Domains

Asmentioned before, the definition of domains on a given dataset ismostly driven by some
intuition about the problem, and how the proposed domain structure might influence
the modeling of the task that one is interested in solving for the given dataset. To re–
consider the polarity prediction on task for the Amazon.com dataset, the product category
seems to suggest a reasonable definition of domains for the following reasons. First, when
classifying reviews as positive or negative, one can generally expect that across different
product types, there are certain words that will consistently indicate one or the other
polarity. For example, the word “good” will in most cases suggest a positive polarity, and
the word “bad” will in most cases suggest a negative polarity.4 Second, one expects that
the language used in the reviews about products from the different product categories
will differ from category to category. For example, when reviewing books, the users will

2Calling them tasks can be potentially confusing, since the original definition of tasks in the seminal
work on multitask learning by Caruana (1993) was a different one. ere he considered different, but related
tasks on the same full set of input instances, without considering subsets of those instances.

3Large datasets can potentially contain millions of domains. erefore one variation of the online multi–
domain learning approach presented by Dredze and Crammer (2008) learns cluster–specific parameters,
instead of domain–specific ones, by clustering together similar domains in the data.

4For the purpose of this discussion we are not considering some of the more nuanced linguistic phenom-
ena such as the use or sarcasm, or irony. Also, while negations too are not mentioned here, they will affect
the connection of these words to polarity in ways that will not much differ much across product categories.
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tend to talk more about storyline, characters and so on, as opposed to characteristics such
as the sturdiness and durability, which are more likely to be discussed in the context of
products from the electronics or kitchen appliances category. Turney (2002) has
also provided themore extreme example of the sameword behaving differently in different
domains — “unpredictable” can indicate a positive polarity when used in a movie review
(as in, an unpredictable plot), but is more likely to be a negative word in the domain of
automobile reviews (as in, unpredictable steering behavior). And third, the previous point
also implies that one expects some similarity in the language used in the reviews for
products from a given category such as books, or movies.

is approach of defining domains using researcher intuition about the problem is
a great way of injecting human knowledge into the learning process. However, there
are several limitations of this approach as well. First, there can be situations where it is
not easy to arrive at intuitions about whether the available domain structure in a dataset
maers for the task at hand or not. Related to this issue, one cannot rule out for certain
the possibility of the researcher intuition being only partially correct, or just completely
wrong. Second, and most importantly, restricting the multi–domain learning seing to
allow only a single way of defining domains limits its use in scenarios where in fact several
metadata aributes can be hypothesized to influence the prediction task of interest. We
will now motivate the work in this thesis by considering each one of these limitations in
detail.

1.3 Motivation for this esis

e question of defining domains for the multi–domain learning problem is central to this
thesis. We examine several aspects related to the definition of domains for multi–domain
learning for text classification tasks.

e previous section talked about the limitations of the approach of defining domains
for a dataset based on researcher intuition. We would first like to emphasize that defining
domains based on intuition is a perfectly reasonable option in some cases, and more im-
portantly, is always a great way to think about a problem at a deeper level. at having
said, the limitations mentioned earlier can pose a problem in many situations.

e first limitation is related to whether one truly understands the influence that a
given domain structure has on the prediction task at hand. ere might, for example,
be cases where the domains can only be defined for a given dataset based on a single
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metadata aribute that is available for all instances. Or it might be the case that among
a very small number of metadata aributes, it is seemingly clear based on the task what
single metadata aribute will have the most dominant influence on the task. In such sup-
posedly “clear–cut” cases, one can always use multi–domain learning techniques with
the available definition of domains. However in such cases, the success or failure of the
multi–domain learning methods can be hard to explain. In particular, if the multi–domain
learning methods succeed, we show in this thesis that there are still confounding factors
that can incorrectly lead us to believe that multi–domain learning is working for the right
reasons. To end–users of machine learning, this may not seem very important — aer
all, there was an improvement, and it may rarely maer if it came about as a result of
the assumptions that we modeled. However, as researchers, it is crucial to understand if
our methods are working for the right reason. More crucially however, if multi–domain
learning fails to improve performance in such cases, then whether as an end–user, or as
a researcher, one would want to understand if the failure was due to improper definition
of domains, or due to the limitations of the multi–domain learning method used for mod-
eling the problem. e evaluation methodology that we propose in this thesis is useful in
isolating such potential reasons for success or failure of multi–domain learning methods.

e second limitation is related to a fundamental assumption that the current multi–
domain learning paradigm makes — domain structure for a dataset is defined based on
a single way of partitioning the data, generally using a single metadata aribute. As
mentioned in the previous paragraph, this might be feasible when there is only one, or
just a fewmetadata aributes in a dataset, and the choice seems relatively straightforward.
However, in many datasets, more than a single metadata aribute is available for each
data point. To continue our example of Amazon.com reviews, it is not just the product
category that can define domains. One can easily imagine any of the following metadata
aributes defining domains that are reasonable as per all the criteria presented in the first
paragraph in Section 1.2: product identifier (this is more specific than the product category),
price range, andmanufacturer brand. Although it is possible to formulate intuitions about
why each of these can be reasonable for defining domains, it is difficult to weight their
relative influence on the task of polarity prediction. Hence, in such cases, choosing a
single metadata aribute to define the domains might end up being an arbitrary choice, or
perhaps based on convenience of whatmetadata is easily available. More crucially though,
it does not have to be the case that only a single metadata aribute influences the language
in reviews. All of the above metadata aributes might influence the reviews in different
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ways, and it can be useful to model those similarities and differences simultaneously.
is thesis makes significant advances in addressing both of the above limitations.

We have conducted a thorough empirical analysis of existing multi–domain learning al-
gorithms in order to understand the impact of domain definitions on their performance.
We also consider the problem of employing multi–domain learning systems “in the wild,”
in particular, the issue of how class imbalance across domains can influence the perfor-
mance of multi–domain learning approaches. We then proceed to propose a problem–
driven approach of designing a feature representation for multi–domain learning, and
ensuring that the representation indeed capitalizes on the properties of the multi–domain
learning scenario. And finally, we propose a new paradigm of multi–domain learning in
the presence of multiple metadata aributes that can define domains for a given dataset.
We extend existing multi–domain learning techniques to handle this new paradigm, and
show results on several datasets where this new paradigm is useful in capturing multiple
domain definitions.

We now proceed to present our thesis statement, and thesis contributions.

1.4 esis Statement

Multiple interacting metadata aributes can define the domains that influence
prediction tasks. Multi–domain learning methods should therefore exploit the
domain structure induced by multiple aributes simultaneously.

1.5 esis Contributions

We group the contributions that this thesis makes into the following areas:

I. empirical analysis

a. A critical empirical evaluation of existing multi–domain learning techniques
on multiple datasets

II. evaluation methodology

a. Amethodology to identify confounding success factors inmulti–domain learn-
ing

b. A methodology for evaluating whether the benefit from novel feature rep-
resentations for multi–domain learning is indeed capturing evidence across
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multiple domains

III. new methods

a. A problem–driven feature representation based approach that capitalizes on
the multi–domain learning seing

b. Anew “multi–aributemulti–domain learning” paradigm that allowsmultiple
metadata aributes to influence the definition of domains for a dataset

c. Extensions of multi–domain learning methods that can operate in the new
multi–aribute multi–domain learning paradigm

1.6 Layout of the esis

e remainder of this thesis is laid out as follows. In Chapter 2, we will provide a thorough
review of several related areas of research that focus on using domain structure in data.
is will also help us in fixing some terminology for the rest of the thesis.

at will be followed by a systematic empirical evaluation of a representative set of
multi–domain learning approaches in Chapter 3. Wewill explore two confounding factors
in the evaluation of multi–domain learning — the ensemble learning effect, and the effect
of domain–specific class bias. is chapter will thus describe the contributions listed
under I.a. and II.a. in the previous section.

Subsequently, in Chapter 4, we will present a problem–centric feature representation
oriented approach to multi–domain learning, which can potentially complement the al-
gorithmic solutions to the multi–domain learning problem. We will also present a deeper
analysis of our feature representation showing that it indeed capitalizes on the presence
of multiple domains. is chapter will thus describe the contributions listed under III.a.
and II.b. in the previous section.

Chapter 5 will then introduce the multi–aribute multi–domain learning paradigm,
and present our extensions to existing multi–domain learning techniques to enable them
to operate in this new paradigm. is chapter will thus describe the contributions listed
under III.b. and III.c. in the previous section.

Finally, Chapter 6 will summarize the work presented in the thesis, discuss the limi-
tations of the current work, and in that light, outline several possible directions for inter-
esting future work that can address those limitations.
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2 | Related Work

In the previous chapter we provided an introduction to the idea of exploiting non-i.i.d.
structure in data. In particular, for the purposes of this thesis, we are interested in ex-
ploiting domain structure. We saw that domain structure is typically induced in the data
as a set of partitions or subgroups that one can create based on the value of somemetadata
aribute for each data point. For example, we saw that a dataset consisting of consumer
reviews from the website of Amazon.com, can be partitioned based on the product cate-
gory of the product for which a review has been wrien. ese partitions are referred
to as domains throughout this thesis. Finally, we also described at an abstract level, the
framework of multi–domain learning, which primarily assumes the presence of multiple
domains in the training data, and leverages domain structure for learning beer models.

In this chapter, we take a broader look at related research that covers modeling of
domain structure in several different scenarios. e related literature includes the areas
of domain adaptation (Chelba and Acero, 2004, Daumé III and Marcu, 2006, Blitzer et al.,
2006),multitask learning (Caruana, 1997), and different scenarios inmulti-domain learning
(Dredze and Crammer, 2008), all of which can be broadly grouped under the category of
transfer learning, where the goal is to be able to transfer knowledge between two or more
learning tasks. e exact nature of the difference in the learning tasks (whether it is the
difference between the input feature distributions, or the output labels for the tasks, or
both) determines which specific area a technique belongs to. A complementary line of
related work, specially for the case of domain adaptation, considers the task of finding an
appropriate feature representation for domain adaptation. We review work from each of
these areas, and describe the similarities and differences from the work that we present
in this thesis.

9
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2.1 Probabilistic View

In order to gain an understanding of the various approacheswithin transfer learning, let us
consider a general probabilistic model for any supervised classification problem. Given
labeled data ⟨𝐗, 𝐲⟩, we are typically interested in modeling either the joint probability
𝑃(𝐗, 𝐲) (in generative models), or the conditional probability 𝑃(𝐲|𝐗) (in discriminative
models). e joint probability can be decomposed as 𝑃(𝐗, 𝐲) = 𝑃(𝐲)𝑃(𝐗|𝐲). Based on this
decomposition, assuming that the data points are non-i.i.d., and in particular, assuming
they have some form of subgroup or domain structure, two kinds of differences can be
present between such groups. To be concrete, let us consider a scenario where we have
just two1 subgroups in our data ⟨𝐗, 𝐲⟩: 𝒜 and ℬ. en the following two differences are
important from a learning perspective:

DIFF I. e distribution of the input features for each of the groups might be different,
that is, 𝑃(𝐗ฏ) ≠ 𝑃(𝐗ฐ). is is also known as covariate shi (Shimodaira,
2000). is difference naturally affects generative models because of its direct
influence on the 𝑃(𝐗|𝐲) term. However, Shimodaira (2000) showed that this
difference also affects discriminative models, when the model is misspecified.
A model is misspecified if the optimal model learned from the available input
data does not match the true relationship between the input features 𝐗 and
the predictions 𝐲 for all possible inputs 𝐗 and predictions 𝐲. Intuitively, for
discriminative models, even though we only model 𝑃(𝐲|𝐗), since in practice it
is learned from a finite sample of 𝐗, the best model chosen over that finite set
may not be optimal for a dataset with a different distribution over the features.

DIFF II. e set of possible classification labels for each of the groups might be different,
that is 𝒴ฏ may not be the same as 𝒴ฐ. is clearly leads to completely different
learning tasks for either generative or discriminative models, since the output
labels to be predicted are changing. However, assuming the input features are
the same, there might still be some transfer of knowledge that can happen be-
tween the two tasks, depending on the semantic relationship between them.

We will now explain the different research areas within transfer learning by connect-
ing them to one or both of the above differences.

1In general, there can be several subgroups in the data.
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2.2 Domain Adaptation

e simplest seing for domain adaptation is where the training set forms a subgroup,
and the test set forms another subgroup. e training set is typically called the source
domain, and the test set, the target domain. Let us denote them by 𝑆 and 𝑇 respectively.
In domain adaptation, DIFF I (Section §2.1: the difference in the distribution of features
for 𝑆 and 𝑇 ) is the focus of research. In particular, given a source domain 𝑆 and a target
domain 𝑇 , 𝑝(𝐗𝑆) and 𝑝(𝐗𝑇 ) are assumed to be different. However, 𝑝(𝐲|𝐗𝑆) and 𝑝(𝐲|𝐗𝑇 )
are expected to be the same. Implicitly, the set of possible values for 𝑦 are assumed to be
the same over the source and the target domain.

As an example of a domain adaptation problem, consider the following scenario. We
might want to apply a polarity prediction model2 learned on book reviews (the source do-
main) to a set of reviews for kitchen appliances (the target domain). us the set of output
class values {positive, negative} is identical across the source and target domains,
but the distribution of the input data (features derived from book reviews and kitchen
appliance reviews) will differ. Note in this case that the assumption that the conditional
distributions 𝑝(𝐲|𝐗𝚋𝚘𝚘𝚔𝚜) and 𝑝(𝐲|𝐗𝚔𝚒𝚝𝚌𝚑𝚎𝚗 𝚊𝚙𝚙𝚕𝚒𝚊𝚗𝚌𝚎𝚜) are the same is not strictly true. For
instance, reusing the example from Turney (2002) in the current context, the word “unpre-
dictable” can refer to a positive sentiment for some book’s plot, but a negative sentiment
for the operational behavior of a kitchen appliance. However, in general, it is still reason-
able to assume that for polarity prediction, most words will have the same orientation for
both of the domains. What differs critically in the feature distribution then is new words
appearing in the target domain, which were not seen in the source domain at training
time.

In prior work related to domain adaptation, two distinct task formulations have been
used. e first formulation is where the training set is divided into multiple domains. e
assumption is that one has access to labeled data from several different domains (usually
related in some way), and the goal is to improve the performance for some specific target
domain of interest, using the labeled instances from that target domain, as well as from the
other source domains. is is usually referred to as supervised domain adaptation, because
at least some amount of labeled data from the target domain is assumed to be available.
Examples of work using this task formulation include Chelba and Acero (2004), Daumé III
and Marcu (2006), Daumé III (2007), Arnold et al. (2008), Dai et al. (2009), and Finkel and

2Recall from Chapter 1 that this is a model which predicts whether a product review is positive or
negative.
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Manning (2009). We note that in most of the papers cited in the previous sentence, the
amount of labeled target data assumed to be available is fairly small compared to the en-
tire set of source data from one or more source domains. We also note that this seing
(especially the training step) is very similar to one of the multi–domain learning formu-
lations proposed by Dredze and Crammer (2008). e key difference is that in supervised
domain adaptation, a single target domain of interest is assumed or considered in the test
data. In multi–domain learning, the test data too can contain several domains.

In the second formulation of domain adaptation, the assumption is that one has ac-
cess to a relatively large number of labeled data instances from some source domain that
is related to the target domain of interest. However, there are no labeled data instances
available from the target domain. Instead, a relatively large set of unlabeled data from the
target domain is available. is is usually referred to as semi–supervised domain adap-
tation, since labeled data is available only from the source domain, but unlabeled data is
available from the target domain. Examples of work using this task formulation include
Blitzer et al. (2006, 2007), Dai et al. (2007), Jiang and Zhai (2007), and Ling et al. (2008). We
note here, however, that some of the work on semi–supervised domain adaptation (such
as Blitzer et al. (2007)) shows the benefit of extending their approach using a very small
amount of labeled data from the target domain.

In this review we will focus on providing details of the supervised domain adaptation
approaches, as they are more closely related to our work. However, some of the semi–
supervised domain adaptation techniques that make use of unlabeled data (such as the
one by Blitzer et al. (2007)) are complementary to our approach, and therefore can be
effectively utilized in combination with our proposed techniques.

Chelba and Acero (2004) focus on transferring knowledge from the source domain to
the target domain in the form of the weights 𝐰𝑆 learned for the features on the source do-
main. ey focus on the text capitalization task in a maximum entropy framework, where
regularization for feature weights is usually achieved by puing a zero-mean uniform-
varianceGaussian prior𝒩(𝟎, 𝑑𝑖𝑎𝑔(𝝈2)) on the featureweights (Chen and Rosenfeld, 1999).
Instead, Chelba and Acero (2004) propose using 𝒩(𝐰𝑆 , 𝑑𝑖𝑎𝑔(𝝈2)) as the regularization
prior, thus using the weights of features learned on the source domain as the means for
the prior used while learning the model on the target domain labeled data. e intuition
is to bias the weights for the target domain towards prior knowledge about those features
based on the labeled data from the source domain. is way, if there is not enough evi-
dence to update weights of some features based on the target domain data alone, then the
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knowledge about those features from the source domain can be useful, with the assump-
tion that the source and target domains share some common features that are interpreted
similarly in both domains. is approach of regularizing the model learned on target
domain training data using weights of features from the source domain data cannot be
straightforwardly extended to our problem seing of multi–domain learning where we
have training data from several “source domains.” Also, our test data does not comprise
of a single target domain of interest, but consists of instances from all of the “source do-
mains.”

Daumé III and Marcu (2006) focus on the selection of the right instances for transfer-
ring knowledge across domains. e basic premise is that any data instance belongs to
either a truly in-domain distribution, a truly out-of-domain distribution or a general dis-
tribution. e distribution that an instance comes from is unknown and is modeled as
a hidden variable. e source domain data is considered a mixture of the truly out-of-
domain and the general distributions, and the target domain data is similarly considered
a mixture of the truly in-domain and the general distributions. In the generative story
of the proposed model, each feature of any data instance is generated independently of
the other features. However, the distribution from which the features of an instance are
generated is based on which distribution the data instance comes from (truly in-domain,
or truly out-of-domain, or general). Given this model, the idea is to run a conditional
expectation-maximization (CEM) procedure to iteratively estimate the parameters of the
model. One limitation of this approach is that it is about 10 to 15 times slower (Finkel and
Manning, 2009) than standard supervised learning approaches, although there are signif-
icant gains in performance. Another limitation is that an instance can only belong to one
of the distributions, and so do all of its features. So it is not possible to have an instance
generated as a set of features where some features come from a domain–specific distribu-
tion and others from a domain–general distribution. Finally, while it is possible to extend
this approach to the case of multiple domains in training data, the associated computa-
tional cost will increase linearly in the number of domains, and can thus be prohibitively
high for a large number of domains.

Daumé III (2007) looks at the domain adaptation problem from the perspective of find-
ing the right set of shared features that can help in transferring knowledge across the
domains. e approach is designed to overcome a drawback of the previous approach by
Daumé III and Marcu (2006) – the fact that an instance cannot be a mixture of domain-
specific and domain-general features. e idea proposed is to transform the feature rep-
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resentation of each (sparse) instance such that a copy of its original features is created
in a domain–specific feature subspace corresponding to the domain that the instance be-
longs to. e original features represent the domain–agnostic part of the feature space, or
the general domain. is approach can be essentially implemented as a very simple pre-
processing step on the data, and shows significant improvements across several domain
adaptation tasks. It is also applicable in a seing where there are multiple “source” do-
mains, and in fact, we use it as a baseline approach wherever relevant in the experiments
presented in this thesis.

Arnold et al. (2008) also focus on shared features as the means to transfer knowledge
across the different domains. e key idea is to utilize the hierarchical nature of features
in certain natural language processing tasks such as named entity recognition. ey con-
struct a hierarchical prior on the feature weights in a discriminative learning framework.
A common feature hierarchy across the different domains determines the influence that
more general features have on the more specific features for each domain. e feature
hierarchy is based on the way features are generated and the semantics associated with
the feature generation process. For example, if the most specific version of a feature for
the task of named entity recognition is 𝑓𝑗 = “the first word to the le of the token to be
classified is Professor” then a more general class of such features, which will become the
parent of 𝑓𝑗 (and all other such specific instantiations) in the shared feature hierarchy
would be “the first word to the le of the token to be classified.” e idea is that while
the word Professor might be an important clue for identifying a named entity in one do-
main, some other word might be a beer clue for other domains. While the authors did
perform experiments using this exact version of the hierarchical priors that they propose,
they found that instead of the exact version, an approximation to the hierarchical prior
worked beer empirically. e approximation involves learning the feature weights for
each domain individually, based on the labeled data from each domain, and then using
the shared feature hierarchy to influence the priors on the target domain. is is similar
to Chelba and Acero (2004), but it involves using the parameters of the more general fea-
ture classes when a more specific feature in the target domain is not found in the source
domain. We comment later on the applicability of this and the next method by Finkel
and Manning (2009) (which is similar to the exact version of Arnold et al. (2008)) to our
problem.

Finkel and Manning (2009) put a hierarchical Bayesian prior on the weights to be
learned for features in a discriminative learning setup. Normally, the weights of features
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in a discriminative learning setup (such as logistic regression or conditional random field)
are regularized by puing a zero-mean, uniform variance Gaussian prior on them. e
authors instead propose a hierarchical structure for the prior — each domain has its own
Gaussian prior (potentially with a different non-zero mean and uniform variance from the
priors of other domains), and on top of each of these domain-specific parameter priors,
there is a zero-mean uniform variance Gaussian hyper-prior. e idea is to allow the
model to learn different weights for the same feature across different domains, and also if
a particular domain does not have enough evidence to assign ameaningful weight to some
features, then allowing it to “borrow” from the weights learned for the other domains,
through the root-level hyper-prior. e authors show that this model is equivalent to that
of Daumé III (2007), albeit with some parameters made explicit — and that tuning these
explicitly makes a difference in performance.

e approaches by Arnold et al. (2008) and Finkel and Manning (2009) are similar
to each other, and also both applicable in the multi–domain learning scenario that we
consider in this thesis. However, the approach of Arnold et al. (2008) is driven by a hier-
archical structure of features, which is not the focus of our work; and since the approach
by Finkel andManning (2009) is essentially equivalent to that of Daumé III (2007), we only
consider the Daumé III (2007) baseline in our work.

While our work on multi–domain learning is closely related to the supervised domain
adaptation approaches presented in this section, a key difference is that multi–domain
learning is not limited to the case where the test data points belong to a single target
domain of interest. Having said that, we also realize that most supervised domain adap-
tation approaches can in fact be also evaluated in a setup where the test set contains all of
the domains seen at training time. Another difference from our work is that research on
supervised domain adaptation so far has been restricted to only a few domains. In the set-
ting that we consider, the number of distinct domains can be much larger. Finally, prior
approaches to domain adaptation have assumed that any given data point belongs to just
one of the few domains being considered. Contrary to that, in our case, we will consider
a scenario where a data point can belong to more than one domain simultaneously. For
example, a product review can simultaneously belong to the domain formed by “all the
reviews for product 𝑃 ” and also the domain formed by “all the reviews for product cate-
gory 𝐶”; the laer being a “broader” definition of domains than the former, since every
product belongs to some product category.

15



2. RelatedWork 2.3. Multitask Learning

2.3 Multitask Learning

Multitask learning (Caruana, 1993, 1997) involves learning multiple related prediction
tasks “in parallel.” In the original definition of multitask learning, DIFF II (Section §2.1:
the difference in the possible classification labels) is the focus of research. In general, this
translates to having multiple related labels or output variables for each training instance.
us, the group of instances is the same, leading to identical 𝑃(𝐗). However, the set of
associated labels is different for each learning task, thus leading to different sets of 𝒴 val-
ues. For example, as discussed by Caruana (1997), when the principal task is learning to
identify the vertical position of a door knob in any given image of a single or double door,
one can have other auxiliary tasks that are related to the principal task. Examples of such
auxiliary tasks are predicting whether the image contains a single door or double door,
predicting the horizontal position of the door knob, predicting the position of the le and
right edges of the door and so on. us, the feature distribution 𝑃(𝐗) across the tasks is
the same (for example, the pixel information from the same image). However, the 𝑦 val-
ues being predicted are different from each other, but related (since they are all present
together, relative to each other in the same image). us in this case the regression func-
tion 𝑦 = 𝑓(𝐱𝑖) to be learned is different for each task because the output variables have
different semantics.

We also note here that the structural correspondence learning (SCL) approach pro-
posed by Blitzer et al. (2006) builds upon a multi-task learning framework to create an
augmented feature space that encodes a correspondence or mapping across the source
and target domains.3 e auxiliary predictors that SCL learns for predicting pivots (fea-
tures that are shared across the source and the target domain) represent multiple related
tasks. e auxiliary predictors utilize almost the same set of features for predicting the
presence or absence of different pivots. us, 𝑃(𝐗) is almost the same, but the classifica-
tion task differs, since each auxiliary predictor learns to predict the presence or absence
of a different pivot.

Later formulations of multitask learning, however, have generalized the seing in-
troduced by Caruana (1993) beyond the seing of using multiple tasks on the same set
of input instances. In particular, the work by Baxter (2000) on bias learning formulates
a multitask learning setup that can in fact accommodate the multitask learning setup as
formulated by Caruana (1993), supervised domain adaptation, as well as the multi–domain

3e work by Blitzer et al. (2006) is also related to developing useful feature representations for domain
adaptation. We elaborate upon this in § 2.5 below.
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learning scenario that is central to this thesis. When using the term “multitask learning,” a
significant number of prior papers refer to this broader formulation of multitask learning.
However, their evaluation scenario is typically focused on the multi–domain learning set-
ting where there are multiple tasks or domains at training as well as test time. We will
review some of those papers in the next section on multi–domain learning.

2.4 Multi–domain Learning

emulti–domain learning seing in its most general formwas first introduced byDredze
and Crammer (2008). e key aspect to all the scenarios that they consider is that there
are data points from multiple domains available at training time. Also, similar to domain
adaptation, the problem or the prediction task for each of the domains is identical. What
can differ, however, is the distribution of the input features across the different domains,
and the (classification) function to be learned between the inputs𝐗 and outputs 𝐲, but not
the set of possible 𝑦 values. us, in multi–domain learning, again DIFF I (Section § 2.1)
is the focus of research. However, the fact that the classification function relating 𝐗 and
𝐲 can be different for different domains gives it a flavor of multitask learning. e three
different multi–domain learning scenarios that Dredze and Crammer (2008) consider are
as follows.

e first scenario is where data points from several source domains are available at
training time, but at test time, data points from novel domains that were not seen at train-
ing time are to be classified. is is a typical scenario in applications such as classification
of email into “spam” or “not–spam” — new email users are created all the time, and train-
ing data does not contain any emails for those users. Yet, the spam classification system
should make a prediction for these new users. For this scenario, they propose a classifier
combination approach that combines the domain–specific classifiers that are built on each
of the source domains (in this case the different users whose labeled emails are available
at training time).

e base classifiers that Dredze and Crammer (2008) use throughout their experiments
are confidence–weighted (CW) linear classifiers. e key idea in confidence–weighted
linear classification is to learn, in addition to a set of feature weights, a set of confidence
parameters, one for each feature weight. e confidence parameter for a feature repre-
sents the learner’s confidence in the current weight of the feature in an online learning
setup. CW learning builds upon the passive–aggressive online learning framework intro-

17



2. RelatedWork 2.4. Multi–domain Learning

duced by Crammer et al. (2006). For passive–aggressive online algorithms, the derivation
of the online update involves solving a minimization problem at every step (every input
example), to set the learning rate (or step size) to be used for the current input example.
In addition to the learning rate, CW learning introduces another multiplier in the update
equation – the inverse of the confidence parameter associated with a given feature. ere-
fore, the updates are higher for features where the confidence of the CW learner is lower,
and vice–versa. Dredze et al. (2008) model the CW parameters as a multivariate normal
distribution 𝒩(𝝁, 𝝈), where 𝝁 represents the weight vector of the CW classifier, and 𝝈 is
a diagonal4 covariance matrix representing the (inverse of the) confidence of the classifier
in its weights. e variance 𝝈𝑖 for the 𝑖-th feature is the inverse of the confidence that the
learner has in the feature. In an online learning setup, if at time step 𝑡 (when given the 𝑡-th
input example ⟨𝐱𝑡, 𝑦𝑡⟩), the computed learning rate is 𝜏𝑡, then a regular passive–aggressive
update to compute the new weight vector 𝝁𝑡+1 would be: 𝝁𝑡+1 = 𝝁𝑡 + 𝜏𝑡𝑦𝑡𝐱𝑡. However, in
the CW setup, the update rule becomes: 𝝁𝑡+1 = 𝝁𝑡 + 𝜏𝑡𝝈𝑡𝑦𝑡𝐱𝑡, thus forcing larger updates
for features that have a higher variance (lower confidence). A key benefit of this approach
is faster convergence, as demonstrated by Dredze et al. (2008). e variance parameters
in CW learning are updated such that they are non–increasing — that is, the more the
number of times a feature is seen, the higher is the confidence of the model in its weight.
e idea is to allow rapid variations in the feature weight initially, but only allow smaller
updates to weights in which the model has gained higher confidence over time.

A Note On Combining Confidence–Weighted Classifiers: Since the classifier com-
bination approach used by Dredze and Crammer (2008) is one of the key aspects in their
work, and also important for the work that we present in this thesis, we elaborate upon
that here. Given multiple CW classifiers learned individually on each of the source do-
mains in the input training data, the classifier combination proposed byDredze and Cram-
mer (2008) involves combining them by taking into consideration the confidence estimates
of each CW classifier. Since each of the domain-specific CW classifiers is essentially a
multivariate Gaussian distribution, the goal of finding the combination is formulated as
finding an optimal multivariate Gaussian distribution for which the sum of distances from
each of the individual domain-specific multivariate Gaussians is the smallest. Dredze and
Crammer (2008) consider two distance measures for solving this optimization problem
— the Euclidean distance between the parameters of the combined Gaussian and each of
the individual Gaussians, and also the Kullback-Leibler divergence between them, and

4us the assumption is that the features are not correlated.
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solve the minimization problem to derive the combined classifier in each case. A com-
bined classifier formed in such a way incorporates domain-specific aspects from each of
the individual classifiers, and neutralizes any aspects that are conflicting across domains.

e second scenario that Dredze and Crammer (2008) consider is also the one that this
thesis primarily addresses. e seing is such that data from multiple source domains is
available at training time, and at test time, new data from the same set of source domains
needs to be classified. is is a common situation in many tasks – the number of domains
is fixed, and known in advance, and test data points are only likely to belong to one of
the known domains. Examples include modeling genders as domains for various tasks
on data from social media; modeling individual people as domains for tasks in computer–
supported collaborative learning (Stahl et al., 2006); modeling a fixed set of income ranges
as domains for advertising; modeling geographic areas within a country as domains for
capturing language variation on social media, and so on. For this scenario, Dredze and
Crammer (2008) propose an approach to enable learning across multiple domains. In an
online learning seing, they learn a shared CW classifier that is updated based on every
input instance irrespective of its domain. Additionally, they also learn domain–specific
CW classifiers for each of the known domains, which are updated based on input in-
stances from the corresponding domain. An instance is classified by creating a classifier
combination of the shared CW classifier with the appropriate domain–specific classifier
for the given example. e key problem they address in this seing is the derivation of
online updates for the shared and the domain–specific classifiers — this needs to take into
account the fact that predictions are always made using the combined classifier, and not
using the shared or the domain–specific classifier.

e third scenario is an extension of the previous scenarios to large–scale datasets.
In such datasets, the number of domains can be very large. For example, for an email
system such as Gmail,5 there are millions of users. Modeling each one of those users as a
domain will lead to computational challenges of storing millions of domain–specific clas-
sifiers having a very large feature vocabulary. Instead, in such a situation, it makes sense
to cluster users into a more manageable number of groups that represent the domains.
Dredze and Crammer (2008) implement such a clustering scheme in their multi–domain
learning framework. e key idea is simple — instead of maintaining a single shared clas-
sifier, they maintain 𝑘 shared classifiers, and learn to map domains to one of the shared
classifiers. A domain is mapped to the shared classifier that has made the least number of

5http://mail.google.com/

19

http://mail.google.com/


2. RelatedWork 2.4. Multi–domain Learning

mistakes on previous examples from that domain.
As mentioned earlier, the second scenario considered by Dredze and Crammer (2008)

is the focus of this thesis. However, in addition to their seing, we will consider the case
where instances can belong to multiple domains simultaneously. For this new seing, the
approach proposed by Dredze and Crammer (2008) needs to be adapted appropriately,
because the assumption in their approach is that the training data is divided into domains
based on a single metadata aribute (such as the user identifier in the spam classification
task).

We will now briefly summarize another set of approaches to the problem of multi–
domain learning. First we note that several of the following papers describe their ap-
proach using the “multitask learning” terminology. However, as mentioned before, they
are evaluated in a multi–domain learning scenario, in particular, the second scenario
where training as well as test data contain instances from the same set of multiple do-
mains. e common aspect to all of the approaches we describe next is the fact that they
explicitly aim to model relationships between the domains (or tasks in their terminology).
While we will follow their terminology in our descriptions below, for our purposes, tasks
and domains are interchangeable.

Cavallanti et al. (2008) assume a fixed task relationship matrix in the context of online
multitask learning. For 𝐾 tasks, the task relationship matrix is assumed to be

1
𝐾+1 ඳ𝐼𝐾×𝐾 + 1𝐾×𝐾ප, where 𝐼𝐾×𝐾 is the identity matrix of size𝐾×𝐾 and 1𝐾×𝐾 is a matrix of
all ones, with the same size. is effectively assumes that every pair of tasks or domains
are equally related, and performs “half-updates” (as described by Saha et al. (2011)) to a
given task’s weight vector upon receiving an example from some other task.

Saha et al. (2011) improve upon the perceptron-based framework by Cavallanti et al.
(2008), by learning the task relationship matrix adaptively, instead of assuming it to be
fixed. ey derive an algorithm for updating the task interaction matrix online.

In a more traditional batch learning setup, Daumé III (2009) proposes a joint task clus-
tering and multitask learning setup. e task clustering is performed using hierarchical
clustering in a Bayesian framework, using a hierarchical prior on the structure of the task
relationships.

Also in a batch learning setup, Zhang and Yeung (2010) propose a convex formulation
to learning task relationships. e key idea in their work is the use of a matrix-normal
prior on the matrix composed of the task-specific weight vectors along the columns. e
column covariance matrix parameter of the matrix-normal prior, which represents the
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covariance between the task-specific weight vectors is the task interaction matrix that is
learned adaptively.

In this thesis, we do not focus on this line of work on multitask learning that aims to
learn relationships between the domains. e primary reason we do not focus on those
approaches is thatwe are interested in a scenariowhere a given data instance can belong to
several domains simultaneously, and in such a scenario, the task of learning relationships
between domains can become computationally prohibitive. However, for our empirical
evaluation of multi–domain learning approaches, we do consider the work by Zhang and
Yeung (2010) as a representative approach in this category of approaches.

2.5 Feature Representations for Domain Adaptation

A complementary line of work to the approaches to domain adaptation that we have
discussed earlier is that of designing an appropriate feature representation that facilitates
learning of models that generalize across domains. One application area where this is
particularly interesting is that of natural language processing — and all of the tasks that
we consider belong to this category. We now review some of the existing approaches that
consider representational issues for domain adaptation.

Ben-David et al. (2007) provide a formal analysis for the error bound on the perfor-
mance of an algorithm on the target domain. e bound that they derive includes two
terms that depend on the feature representation — the error on the source training do-
main, and the domain distance (termed as the 𝒜-distance) between the source and the
target domains. e lower the 𝒜-distance between the source and the target domains,
the beer the error bound. us, they show that it is important to design a feature rep-
resentation that minimizes the 𝒜-distance between the source and the target domains.
In other words, a feature representation that helps the learner to see similarities across
domains is beer. In Chapter 4, we will demonstrate one such feature representation that
generalizes across domains for the task of detecting sentences in product reviews that
contain an opinion (either positive or negative).

Blitzer et al. (2006) and Blitzer et al. (2007) propose using the structural learning frame-
work by Ando and Zhang (2005) in order to learn correspondences across the source and
the target domain using pivot features (henceforth pivots) that are common to both the do-
mains. e idea is to learn which other features correlate well with the presence/absence
of these pivots. ese “correlations” are captured in terms of the classifier weights learned

21



2. RelatedWork 2.5. Feature Representations for Domain Adaptation

for the other features for the task of predicting the presence of pivots in an instance. Any
new instance can then be projected on to a low-dimensional approximation of this learned
“correlation matrix,” resulting in the creation of new features for the instance. ese new
features form a shared representation across the source and the target domains. Ben-
David et al. (2007) have validated this structural correspondence learning approach in their
formal framework, and shown that it does indeed lead to a reduction in the 𝒜-distance
between the source and the target domains, leading to a beer empirical performance.

For many natural language processing tasks, a commonly employed feature represen-
tation is the so-called bag-of-words or bag-of-features model, which uses lexical 𝑛-grams
in a text as features. While such a representation is an extremely simple and yet very
competitive baseline, it suffers from lack of generalization across different domains. For
example, as discussed earlier, the word “unpredictable” can refer to different sentiments
in different domains. Another problem is that different words can be relevant for differ-
ent domains, and thus a model that is learned on one domain may not generalize to other
domains due its lack of knowledge about the target-specific 𝑛-grams. In order to address
this issue, several “template–based” feature representations have been explored in prior
work. We present one such feature representation in Chapter 4. It is based on syntactic
dependency features, and aims to exploit the structural similarity in syntactic dependency
features across multiple domains (Joshi and Rosé, 2009).

Among other work on template–based features, McDonald et al. (2007) have used
“back–off 𝑛-grams” by replacing all possible combinations of the words in an 𝑛-gram with
their corresponding part–of–speech tags. Following our work in Joshi and Rosé (2009),
Arora et al. (2010) proposed a more general framework of using subgraph features, which
are based on different feature templates extracted from an annotation graph for a given
text. Annotation graphs can contain several different types of annotations on text, in-
cluding part-of-speech labels and dependency parse information. Arora et al. (2010) use
subgraph–mining techniques (Yan and Han, 2002) to extract frequent subgraphs of such
an annotation graph to identify the subgraph features. Finally, (Gianfortoni et al., 2011)
have shown that generalizing across domains (formed by the occupation of bloggers) us-
ing “stretchy paerns” is effective for the tasks of gender and age prediction.
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2.6 Summary

In this chapter we have reviewed related work on domain adaptation, multitask learning
and multi–domain learning. We have highlighted the similarities and differences with
respect to the problem that we consider in this thesis — a specific scenario in multi–
domain learning where training as well as test data belong to multiple domains, and its
extension to the case where instances can belong tomultiple domains simultaneously. e
primary difference with respect to prior domain adaptation and transfer learning work
is that in our case we consider a seing where the goal is not to build optimal models
for some specific target task, but to build beer models for any of the source domains.
We perform a thorough empirical analysis of techniques for this seing in Chapter 3,
and present a problem–driven feature representation for this seing in Chapter 4. e
primary difference with respect to the prior work in multi–domain learning is that we
propose to consider a seing where multiple domains can be simultaneously assigned to
any instance (Chapter 5).

With respect to the complementary line of work on feature representation for domain
adaptation, we propose a feature representation based on generalizing dependency fea-
tures for the task of identifying if a sentence from a product review contains an opinion.
is work is described in Chapter 4.
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How domains are defined for multi–domain learning is of central interest in this thesis.
While there has been much prior research into developing new methods for the prob-
lem of multi–domain learning, there has not been any work that deals with the question
of defining the appropriate set of domains for a given task or a given dataset. In other
words, there is no well–defined methodology for spliing up a dataset into domains that
will be most beneficial for the prediction task of interest. A consequence of this is that in
the empirical evaluations of multi–domain learning approaches, domains have been de-
fined primarily based on researcher intuition. e definition of domains is usually based
on some metadata associated with the main data of interest. For example, in the case of
product reviews on Amazon.com, several metadata aributes can be associated with each
of the reviews, including the product identifier, the product category assigned by Ama-
zon.com, the identity of the reviewer, the brand name of the manufacturer, and so on. In
prior work that uses the Amazon.com dataset (Blitzer et al., 2007), the product category
aribute has been used for defining domains. e intuition is that reviews within a given
product category (such as books) will have some similarity in their language, and re-
views across different product categories will have differences in their language that are
important to model. Such problem–driven intuition is very useful, and no doubt valuable
in defining domains. However, as we will demonstrate in this chapter, it is difficult to
correlate such intuition to improvements seen due to multi–domain learning techniques.
is is because, first, there does not exist a well–defined methodology for choosing the
“right” pairing between a given definition of domains and any of the multi–domain learn-
ing techniques. Second, even if intuition might seem to justify such a choice, it is not
always reliable. us, even positive experimental results might not be aributable to the
claimed reasons for their successere can be other confounding factors that are respon-
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sible for the success, especially when no established methodology is being used for defining
domains..

Toward analyzing this question of themeaningfulness of domain definitions formulti–
domain learning, this chapter will present an empirical analysis of three existing multi–
domain learning approaches that are representative of the different multi–domain learn-
ing methods proposed in prior work. e goal of this analysis is to evaluate the sensitivity
of existing multi-domain learning algorithms to the definition of domains used. In par-
ticular, we will explore two questions related to multi–domain learning:

Q I. Many multi–domain learning techniques use a combination of classifiers learned
over domain–specific subsets of the data. is is an idea central to ensemble learn-
ing, which in some cases uses randomized subsets of data to learn base classifiers
and combines them to achieve beer performance. erefore a valid question to
ask is: to what extent can the improvements coming from multi–domain learning
techniques be aributed to an ensemble learning effect?

Q II. One simple way in which domains can differ for classification tasks is by having
different class distributions on their output labels. is is oen the case in real–
world datasets where class distributions tend to be non–uniform, or unbalanced.
Wewill evaluatemulti–domain learning algorithms in this seings to evaluate their
effectiveness under such conditions, where much simpler approaches than multi–
domain learning can give robust improvements. e question we consider here is:
to what extent do multi–domain learning techniques capitalize on domain–specific
class bias that is common in real–world datasets?

Irrespective of the specific answers to these questions, a beer understanding of the
performance of existing multi–domain learning algorithms in different seings will pro-
vide intuitions for improving the state of the art. us, a systematic empirical analysis of
existing multi–domain learning techniques is also an important goal of this chapter.

We will begin by first formally defining the multi–domain learning problem. Subse-
quently we will describe in detail the three multi–domain learning methods that we use
in this chapter. And then we will present a critical empirical analysis of these methods,
in the context of their sensitivity to the definition of domains and their properties. A
significant portion of the work presented in this chapter appears in Joshi et al. (2012).
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3.1 Multi–Domain Learning

We now formally define the multi–domain learning scenario that we consider in this the-
sis. In the multi-domain learning seing, examples are accompanied by both a class label
and a domain indicator. Examples (training as well as test) are of the form ⟨𝐱𝑖, 𝑦,𝑑𝑖⟩, where
𝐱𝑖 ∈ ℝ𝑁 , 𝑑𝑖 is a domain indicator, 𝐱𝑖 is drawn according to a fixed domain-specific dis-
tribution 𝐷𝑑𝑖

, and 𝑦𝑖 is the label (e.g. 𝑦𝑖 ∈ {−1, +1} for binary labels). Standard learning
ignores 𝑑𝑖, but multi–domain learning uses these to improve learning accuracy. Addi-
tionally, in the seing that we consider, our test data points are also drawn from one of
the domain–specific distributions for 𝑑𝑖 ∈ 𝒟, where 𝒟 is a finite set of domains that are
known in advance.

As much of the prior work on domain adaptation shows, domain differences can intro-
duce errors in a number of ways (Ben-David et al., 2007, 2009). First, the domain-specific
distributions 𝐷𝑑𝑖

can differ such that they favor different features, i.e. 𝑝(𝐱) changes be-
tween domains. As a result, some features may only appear in one domain. is aspect of
domain difference is typically the focus of unsupervised domain adaptation (Blitzer et al.,
2006, 2007). Second, the features may behave differently with respect to the label in each
domain, i.e. 𝑝(𝑦|𝐱) changes between domains. As a result, a learning algorithm cannot
generalize the behavior of features from one domain to another. e key idea behind
many multi–domain learning algorithms is to target one or both of these properties of
domain difference to improve performance.

An example where multi–domain learning is appropriate is that of polarity prediction
for product reviews. Training data is available from many product categories and while
all data should be used to learn a model, there are important differences between the
categories (Blitzer et al., 2007)1 that must be modeled as well.

We now describe the three multi–domain learning approaches that we evaluate in this
chapter.

3.1.1 FEDA

Daumé III (2007) introduced the so–called “FrustratinglyEasyDomainAdaptation” (FEDA)
method for domain adaptation. We gave an overview of his approach in Chapter 2. We
now describe it in more detail. While the technique was proposed for a supervised do-

1Blitzer et al. (2007) do not consider the multi–domain learning setup, they consider a single source
domain, and a single target domain, with lile or no labeled data available for the target domain.
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main adaptation seing, it is directly applicable to a multi–domain learning seing as
well. FEDA is essentially a transformation of the feature representation for a problem,
based on the knowledge of domains for the instances. erefore it can be applied as a
preprocessing step for any dataset before using any machine learning algorithm. Let us
assume that the original feature space for our problem is 𝑁-dimensional, that is, all in-
stances 𝐱𝑖 ∈ ℝ𝑁 . Let us further assume that there are 𝐾 different domains in our data.
FEDA maps an instance from ℝ𝑁 to ℝ(𝐾+1)𝑁 . e augmented feature space (in ℝ(𝐾+1)𝑁 )
consists of the original feature space, along with an augmented set of domain–specific
feature subspaces, one for each of the 𝐾 domains. e transformation is very simple: for
an instance from domain 𝑘, its transformed representation consists of the original set of
features, along with the same set of features copied into the 𝑘-th domain–specific feature
subspace. e features in the other 𝑘 − 1 subspaces for that instance have a value of zero
(since that instance does not belong to any of those domains). Formally, if there are 3
domains in our data, the transformation Φ for an instance 𝐱𝑖 ∈ ℝ𝑁 having domain 𝑑 = 2
works as follows (𝟎 is a zero-vector in ℝ𝑁 ):

Φ(⟨𝐱𝑖, 𝑑𝑖 = 2⟩) = ⟨𝐱𝑖, 𝟎, 𝐱𝑖, 𝟎⟩ (3.1)

Aer the data instances are transformed in this way, any standard machine learning
technique can be applied to this new feature representation. e intention is to allow the
learner to discover what features maer across domains (based on their presence across
domains in the general subspace), and also enable learning domain–specific feature be-
havior (based on the presence of features within the domain–specific subspaces). e
simplicity of FEDA, and its good empirical performance makes it an aractive starting
point for exploring the use of multi–domain learning for a problem.

3.1.2 MTRL

e Multi–Task Relationship Learning (MTRL) approach proposed by Zhang and Yeung
(2010), aims to simultaneously learn domain–specific classifiers and the similarities be-
tween the domains, which are used to regularize the domain–specific classifiers. If there
are 𝐾 domains in the data, the relationships between them are learned as a 𝐾 × 𝐾 co-
variance matrix. Zhang and Yeung (2010) have derived a convex formulation for learning
the covariance matrix and the domain–specific classifiers simultaneously. e domain–
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specific classifiers 𝐰𝑑1
… 𝐰𝑑𝐾

are stacked together column-wise to create a matrix 𝐖. A
matrix normal prior is then imposed on 𝐖. e matrix normal distribution
ℳ𝒩𝑁×𝐾(𝐌𝑁×𝐾 , 𝚺𝑁×𝑁 , 𝛀𝐾×𝐾) models a 𝑁 × 𝐾 matrix with mean 𝐌, where the covari-
ance between the rows is 𝚺, and the covariance between the columns is 𝛀. us, when
applied as a prior on 𝐖, 𝚺 models the covariance between the features, and 𝛀 models the
covariance between the domains (or tasks). us, in their learning step, 𝐖 and 𝛀 have
to be learned simultaneously. ey assume the mean 𝐌 of the matrix normal prior to
be zero, and the row covariance matrix 𝚺 to be an identity matrix (that is, the features
are assumed to be uncorrelated). As mentioned in Chapter 2, multi–domain learning ap-
proaches that model domain relationships are not a focus of this thesis. However, we
considered MTRL in our empirical analysis for including a representative approach from
the category of multi–domain learning techniques that model domain relationships.

3.1.3 MDR

Multi–Domain Regularization (MDR) is the approach proposed by Dredze and Crammer
(2008), based on a classifier combination of shared and domain–specific classifiers, where
both the shared and the domain–specific classifiers are confidence–weighted (CW) linear
classifiers (Dredze et al., 2008). Based on CW learning, Dredze and Crammer (2008) pro-
pose an online learning framework for multi–domain learning, and learn a shared CW
classifier 𝐰𝑔 , as well as, domain–specific CW classifiers 𝐰1 … 𝐰𝐾 for each of the 𝐾 do-
mains. Prediction for an example from domain 𝑑𝑖 is based on a combined classifier 𝐰(𝑔,𝑑𝑖),
which is a combination of the shared CW classifier 𝐰𝑔 and the domain–specific CW clas-
sifier 𝐰𝑑𝑖

. While learning the classifiers, they explicitly enforce the constraint that the
combined classifiers at every round of learning perform well on the input example. is
requires the derivation of online updates for the shared classifier and the domain–specific
classifiers, such that either (i) the updates computed for the individual classifiers should
result in a combined classifier that correctly classifies the input example, or (ii) the up-
dates computed for the combined classifier should be distributed to the underlying shared
and domain–specific classifiers such that the combination of these updated underlying
classifiers will yield the updated combined classifier.

Since this thesis builds upon the MDR framework in Chapter 5, we now present some
more details of the MDR approach here.

Combination of confidence–weighted (CW) classifiers is one crucial component of
MDR. We gave an overview of the CW classifier combination in Section §2.4. e goal of
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computing a combination is to identify a classifier that incorporates the characteristics
of the both the shared classifier 𝐰𝑔 , as well as the domain–specific classifier 𝐰𝑑𝑖

(hence-
forth referred together as the underlying classifiers), weighing them appropriately based
on their confidence in the different features. For example, if a feature 𝑓𝑗 has a low weight
with low confidence in the domain–specific classifier, but a high weight with higher confi-
dence in the shared classifier, then the combined classifier should be such that it trusts the
shared classifier more than the domain–specific classifier for that feature. In general, this
can be achieved by finding a combined classifier 𝐰(𝑔,𝑑𝑖) such that the sum of its distance
from the underlying classifiers is minimized. Distance between two CW classifier can be
computed in several ways. Dredze and Crammer (2008) considered the squared Euclidean
(𝑙2) distance and the Kullback–Leibler divergence (KL-divergence) as distance measures,
and derived the combined classifiers in both cases. e MDR variations that use these two
distance measures will be referred to as MDR-L2 and MDR-KL respectively, throughout
this thesis. We now show the equations to compute the combined classifier parameters in
each case. For a derivation of the equations, the reader is referred to Dredze et al. (2009,
pp. 128–129).2

Let us denote a confidence–weighted classifier by the 𝑁-dimensional multivariate
normal distribution 𝒩(𝝁, 𝝈), where 𝝁 represents the weight vector of the linear classi-
fier, and 𝝈 is a diagonal covariance matrix representing the confidence of the classifier
in its weights. e equations are derived for a combination of 𝑀 CW classifiers. Let
𝒩(𝝁𝐶 , 𝝈𝐶) denote the combined CW classifier, and 𝒩(𝝁𝑚, 𝝈𝑚) denote each of the CW
classifiers to be combined. Also, let 𝝁𝑗 and 𝝈𝑗 denote the weight and the variance for the
𝑗-th feature (𝑗 = 1 … 𝑁 ).

en, for MDR-L2, the equation for computing the mean of the combined classifier
(the feature weights) is:

𝝁𝐶
𝑗 =

𝑀

𝑚්=1
𝐜𝑚

𝑗 𝝁𝑚
𝑗 (3.2)

where

2We use a slightly different notation than that of Dredze et al. (2009), but the mapping should be clear
based on the equations.
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𝐜𝑚
𝑗 =

𝐛𝑚
𝑗

∑𝑀
𝑚ູ=1 𝐛𝑚ູ

𝑗
(3.3)

e term 𝐛𝑚
𝑗 represents a weight that one can associate with (the features o) the CW

classifiers being combined. is is useful if there is some external knowledge that needs
to be injected into the combination. It is possible to emphasize or de-emphasize different
features to a different extent for each CW classifier. Dredze et al. (2009) refer to this
process of seing the 𝐛 weight vector as 𝐛-weighting.

e equation for computing the variance (feature confidence) of the combined classi-
fier using MDR-L2 is:

𝝈𝐶
𝑗 =

𝑀

𝑚්=1
𝐜𝑚

𝑗 𝝈𝑚
𝑗 (3.4)

us, for the MDR-L2 technique, the combined classifiers are simply a weighted com-
bination of the underlying classifiers.

For the MDR-KL approach, the equation for computing the mean of the combined clas-
sifier is:

𝝁𝐶
𝑗 =

∑𝑀
𝑚=1

𝐜𝑚
𝑗

𝝈𝑚
𝑗

𝝁𝑚
𝑗

∑𝑀
𝑚=1

𝐜𝑚
𝑗

𝝈𝑚
𝑗

(3.5)

And the variance of the combined classifier for MDR-KL is computed as:

𝝈𝐶
𝑗 = 1

∑𝑀
𝑚=1

𝐜𝑚
𝑗

𝝈𝑚
𝑗

(3.6)

For MDR-KL, again the combined classifier is a weighted combination of the underlying
classifiers. Note however that the weighting scheme for computing the combined classi-
fier mean now incorporates the variance (feature confidence) of the underlying classifiers
— the higher the variance of an underlying classifier’s mean, the lower is the weight given
to it in computing the combined mean. e combined variance in this case is a weighted
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harmonic mean of the variance of the underlying classifiers.
Based on the observation that the combination for MDR-KL takes into account the

confidence of the underlying classifiers when computing the combinedmean, Dredze and
Crammer (2008) proposed a heuristic to encourage that behavior explicitly. For this pur-
pose, they make use of the fact that seing 𝐛𝑚

𝑗 will influence the weighting scheme as
discussed earlier. us, to take feature confidence into account, they use 𝐛-weighting as
follows:

𝐛𝑚
𝑗 = 𝑎 − 𝝈𝑚

𝑗 (3.7)

e term 𝑎 in equation 3.7 is the value to which 𝝈𝑚
𝑗 is initialized. Note that since 𝝈𝑚

𝑗
in CW classifiers is non–increasing, 𝐛𝑚

𝑗 ≥ 0 always. e 𝐛-weighting used in equation
3.7 is termed as variance 𝐛-weighting by Dredze and Crammer (2008). is is in contrast
to the other seing they use, where all 𝐛𝑚

𝑗 terms are set to 1, which they call uniform
𝐛-weighting.

Despite the fact that the combination equations for MDR-KL already take feature confi-
dence into account, Dredze and Crammer (2008) apply the variance 𝐛-weighting to MDR-
KL as well, and obtain improved results in some cases. However, overall, the uniform
𝑏-weighting scheme was the best for both MDR-L2 as well as MDR-KL approaches in their
experiments, and we use the same for all experiments with MDR in this chapter.

We note here that while the MDR-L2 and the MDR-KL techniques only require com-
bining two underlying classifiers (a shared CW classifier and a domain–specific CW clas-
sifier), the above equations for deriving the combined classifier hold for a combination of
more than two CW classifiers. is is in fact also used by Dredze and Crammer (2008)
for the evaluation scenario where they consider novel domains at test time and combine
multiple CW classifiers, each trained on a separate source domain in the training data.
We will use a combination of more than two underlying classifiers in our extension of the
MDR framework to handling multiple domains per instance (Chapter 5).

e second crucial aspect of MDR is that during learning, an explicit constraint enforces
that the combined classifier should perform well on the input example. As mentioned
before, this translates to one of the following two update scenarios:

UPD I. If updates are computed for the underlying classifiers, then the updated underly-
ing classifiers 𝒩(𝝁𝑚, 𝝈𝑚) should result in a combined classifier 𝒩(𝝁𝐶 , 𝝈𝐶) that
correctly classifies the input example ⟨𝐱𝑖, 𝑑𝑖⟩.
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UPD II. If the updates are computed for the combined classifier, then they should be
distributed to the underlying shared and domain–specific classifiers such that
the combination of the updated underlying classifiers (computed using the dis-
tributed updates) will yield the updated combined classifier.

Both of these update scenarios require solving a minimization problem that satisfies
the required constraints. Dredze et al. (2009) show the derivation of the update rules in
each of the above update scenarios, for the case when the 𝑙2 distance measure is used
for creating the combined classifier. A similar update that is suitable for online learning
is unfortunately not possible for the case where KL-divergence is used as the distance
measure. Even in the case of the 𝑙2 distance, the derived updates are not in a closed form,
and require a line search for some parameters, thus leading to an approximation of the
correct solution to the desired objective.

Instead, what Dredze et al. (2009) found to be more useful was an averaged update
scheme. e averaged update only considers the update scenario UPD II above. It first
computes the updates for the combined classifier, as one would do for a standard CW
classifier. ose computed updates are then directly distributed to the underlying classi-
fiers (the shared classifier, and the relevant domain–specific classifier), without explicitly
ensuring whether the combination of these updated underlying classifiers matches the up-
dated combined classifier. e advantage of this averaged update procedure is that it has
a closed–form update (the same as a CW update), and it also performs well empirically.
Also, most importantly, the averaged update scheme can be also used in the case where
KL-divergence is used as a distance measure for classifier combination. In our use of
the MDR approach and its variants in this thesis, we consistently use the averaged update
scheme. When doing the averaged update scheme, there can be several possible strate-
gies used for dividing the updates between the underlying classifiers. Dredze et al. (2009)
explore two options:

AVG I. Divide the updates in equal proportion to the underlying classifiers, that is, in
their case split the updates equally between the shared CW classifier and the
domain–specific classifier

AVG II. Divide the updates such that they are inversely proportional to the feature vari-
ance, or directly proportional to the feature confidence, using a b-weighting pro-
cedure identical to the one in equation 3.7. us, the underlying classifier with
higher variance will get a lower fraction of the update, and vice versa.

Notice the similarity of both these update distribution heuristics to the b-weighting
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procedure used in classifier combination (Section §3.1.3). Both of the heuristics can be
implemented using a b-weighting procedure (AVG I using b𝑚

𝑗 = 1 for all features of all
underlying classifiers, andAVG II using equation 3.7), similar to uniform b-weighting and
variance b-weighting. Dredze et al. (2009) always use AVG I updates with the uniform
b-weighting scheme for classifier combination, and AVG II updates with the variance b-
weighting scheme. However, it should be noted that it does not necessarily have to be
so.

3.2 Data and Methods

To support our empirical analysis we develop several experiments. In this section, we de-
scribe the datasets and the different methods that we use in our experiments, then proceed
to our exploration of multi–domain learning.

3.2.1 Datasets

Avariety ofmulti-domain datasets have been used for demonstratingmulti–domain learn-
ing improvements. In this paper, we focus on two datasets representative of many of the
properties of multi–domain learning.

Amazon (A): Our first dataset is the multi–domain Amazon data (version 2.0),
first introduced by Blitzer et al. (2007). e task is binary polarity prediction, also known
as sentiment classification, in which Amazon product reviews are labeled as positive or
negative. Domains are defined by product categories. We select the four domains used
in most studies: books, dvd, electronics and kitchen appliances. e original
dataset contained 2,000 reviews for each of the four domains, with 1,000 positive and 1,000
negative reviews per domain. Feature extraction for the A dataset follows Blitzer
et al. (2007): we use case insensitive unigrams and bigrams, although we remove rare
features (those that appear less than five times in the training set). e reduced feature
set was selected given the sensitivity to feature set size of some of the multi–domain
learning methods.

ConVote (C): Our second dataset is taken from transcribed segments of speech
from the United States Congress floor debates, first introduced by omas et al. (2006).
e binary classification task on this dataset is that of predicting whether a given speech
segment supports or opposes a bill under discussion in the floor debate. We select this
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dataset because, unlike the A data, C can be divided into domains in mul-
tiple ways, based on the different metadata aributes available with the dataset. We con-
sider two types of domain divisions: one based on the bill identifier, and the second based
on the political party of the speaker. Division based on the bill creates domain differences
in that each bill has its own topic. Division based on political party implies preference
for different issues and concerns, which manifest as different language. Based on the at-
tribute that defines the domains, we create two versions of the C dataset. We refer
to these two datasets as B and P.

We use Version 1.1 of the C dataset, available at http://www.cs.cornell.
edu/home/llee/data/convote.html. More specifically, we combine the training,
development and test folds from the data stage three/ version, and sub-sample to
generate different versions of the dataset required for our experiments. For B we ran-
domly sample speech segments from three different bills. e three bills and the number
of instances for each were chosen such that we have sufficient data in each fold for every
experiment. For P we randomly sample speech segments from the two major polit-
ical parties (Democrats and Republicans). Feature processing was identical to A,
except that the threshold for feature removal was two.

3.2.2 Learning Methods and Features

Among multi–domain learning algorithms, we consider the three approaches described
earlier in this chapter in Section §3.1 — FEDA, MTRL, and the two variations of MDR (MDR-
L2 and MDR-KL). For FEDA, which is a technique that can be used with any machine
learning algorithm, we use two learning algorithms — support vector machines (SVMs),
and logistic regression (LR), which are described below for the “single classifier” base-
line. e FEDA–enhanced SVM and LR models are called FEDA-SVM and FEDA-LR in this
chapter, respectively.

In addition to these multi–domain learning methods, we consider a common baseline:
ignoring the domain distinctions and learning a single classifier over all the data. is
reflects single-domain learning, in which no domain knowledge is used and will indicate
baseline performance for all experiments. While some earlier research has included a
separate one classifier per domain baseline, it almost always performsworse, since spliing
the domains provides much less data to each classifier (Dredze et al., 2009). We omit this
baseline for simplicity.

To obtain a single domain–agnostic classifier we use two classification algorithms:
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support vector machines (SVMs) and logistic regression.

Support Vector Maine (SVM): is represents a single SVM run over all the training
data, ignoring domain labels. We use the SVM implementation available in the LIBLIN-
EAR package (Fan et al., 2008). In particular, we use the 𝑙2-regularized 𝑙2-loss SVM (option
-s 1 in version 1.8 of LIBLINEAR, and also option -B 1 for including a standard bias
feature). We tune the SVM using five-fold stratified cross-validation on the training set,
using the following values for the trade-off parameter 𝐶 : {0.0001, 0.001, 0.01, 0.1, 0.2, 0.3,
0.5, 1}.

Logistic Regression (LR): is represents a single logistic regression model run over all
the training data, ignoring domain labels. Again, we use the 𝑙2-regularized LR implemen-
tation available in the LIBLINEAR package (option -s 0, and also option -B 1). We tune
the LR model using the same strategy as the one used for SVM above, including the values
of the trade-off parameter 𝐶 .

For all experiments, we measure average accuracy over 𝐾-fold cross-validation, using
10 folds for A, and 5 folds for both B and P.

Now we will consider each one of the two empirical questions we proposed at the
beginning of this chapter. For each question, we will motivate our empirical analysis,
propose a contrarian hypothesis, present our experimental methodology for evaluating
the hypothesis, and present our experimental results with a discussion of their implica-
tions.

3.3 Classifier Ensembles

Here we explore the question of whether domain definitions are used by existing multi–
domain learning algorithms in meaningful ways. While it is well–understood that differ-
ences in feature behaviors between domains will hurt performance (Blitzer et al., 2008,
Ben-David et al., 2009), it is not clear if the improvements in multi–domain learning algo-
rithms can be aributed to correcting these errors, or whether they are benefiting from
something else. In particular, there are many similarities between multi–domain learning
and ensemble methods, with connections to instance bagging, feature bagging and clas-
sifier combination. It may be that gains in multi–domain learning are the usual ensemble
learning improvements. us, we consider the following question for our analysis:

Q I: Are multi–domain learning improvements the result of ensemble learning
effects?
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Many of the multi–domain learning approaches bear a striking resemblance to ensem-
ble learning. Traditionally, ensemble learning combines the output from several different
classifiers to obtain a single improved model (Maclin and Opitz, 1999). It is well estab-
lished that ensemble learning, applied on top of a diverse array of quality classifiers, can
improve results for a variety of tasks. e key idea behind ensemble learning, that of
combining a diverse array of models, has been applied to seings in which data prepro-
cessing is used to create many different classifiers. Examples include instance bagging
and feature bagging (Dieerich, 2000).

e core idea of using diverse inputs in making classification decisions is common
in the multi–domain learning literature. In fact, the top performing and only successful
entry to the 2007 CoNLL shared task on domain adaptation for dependency parsing was
a straightforward implementation of ensemble learning by creating variants of parsers
(Sagae and Tsujii, 2007). Many multi–domain learning algorithms, among them Dredze
and Crammer (2008), Daumé III (2009), Zhang and Yeung (2010) and Saha et al. (2011), all
include some notion of learning domain-specific classifiers on the training data, and com-
bining them in the best way possible. To be clear, we do not claim that these approaches
can be reduced to an existing ensemble learning algorithm. ere are crucial elements in
each of these algorithms that separate them from existing ensemble learning algorithms.
One example of such a distinction is the learning of domain relationships by both Zhang
and Yeung (2010) and Saha et al. (2011). However, we argue that their core approach, that
of combining parameters that are trained on variants of the data (all data or individual
domains), is an ensemble learning idea.

Consider instance bagging, in which multiple classifiers are each trained on random
subsets of the data. e resulting classifiers are then combined to form a final model. In
multi–domain learning, we can consider each domain a subset of the data, albeit non-
random and non-overlapping. e final model combines the domain-specific parameters
and parameters trained on other instances, which in the case of FEDA, for example, are the
shared parameters. In this light, these methods are a complex form of instance bagging,
and their development could be justified from this perspective.

However, given this justification, are improvements frommulti–domain learning sim-
ply the result of standard ensemble learning effects, or are these methods really learning
something about domain behavior? If knowledge of domain was withheld from the algo-
rithm, could we expect similar improvements? As we will do in each empirical experi-
ment, we propose a contrarian hypothesis:
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Hypothesis: Knowledge of domains is irrelevant for multi–domain learning.

Empirical Evaluation: We evaluate this hypothesis as follows. We begin by constructing
a true multi–domain learning seing, in which we aempt to improve accuracy through
knowledge of the domains. We will apply three multi–domain learning algorithms (FEDA,
MDR, and MTRL) to our three multi-domain datasets (A, B, and P) and com-
pare them against a single classifier baseline. Wewill then withhold knowledge of the true
domains from these algorithms and instead provide themwith random “pseudo-domains,”
and then evaluate the change in their behavior. e question is whether we can obtain
similar benefits by ignoring domain labels and relying strictly on an ensemble learning
motivation (instance bagging).

For the “True Domain” seing, we apply the multi–domain learning algorithms as
normal. For the “Random Domain” seing, we randomly shuffle the domain labels within
a given class label within each fold, thus maintaining the same number of examples for
each domain label, and also retaining the same class distribution within each randomized
domain. e resulting “pseudo-domains” are then similar to random subsets of the data
used in ensemble learning.

Following the standard practice in previous work, for this experiment we use a bal-
anced number of examples from each domain and a balanced number of positive and
negative labels. We call this the “no class bias” condition. For A (4 domains), we
have 10 folds of 400 examples per fold, for B (3 domains) 5 folds of 60 examples per
fold, and for P (2 domains) 5 folds of 80 examples per fold. In the “Random Domain”
seing, since we are randomizing the domain labels, we increase the number of trials.
We repeat each cross-validation experiment 5 times with a different randomization of the
domain labels each time.

Results: Results are shown in Table 3.1. e first row shows absolute (average) accuracy
for a single classifier trained on all data, ignoring domain distinctions. e remaining cells
indicate absolute improvements against the baseline.

First, we note for the well-studied A dataset that our results with true domains
are consistent with the previous literature. FEDA is known to not improve upon a single
classifier baseline for that dataset (Dredze et al., 2009). Both MDR-L2 and MDR-KL improve
upon the single classifier baseline, again as per Dredze et al. (2009). And finally, MTRL also
improves upon the single classifier baseline. Although the MTRL improvement is not as
dramatic as in Zhang and Yeung (2010),3 the average accuracy that we achieve for MTRL

3is might be due to a different version of the dataset being used in a cross-validation setup, rather

38



3.3. Classiöer Ensembles 3. Empirical Analysis of Multi–Domain Learning

A B P
SVM LR SVM LR SVM LR

Single Classifier
83.93% 83.78% 66.67% 68.00% 62.75% 64.00%

FEDA
True Domain -0.35 -0.10 +2.33 + 1.00 ▴ +4.25 +1.25
Random Domain ▾ -1.30 ▾ -1.02 -1.20 -2.07 -2.05 -2.10

MDR-L2
True Domain ▴ +1.87 ▴ +2.02 +0.00 -1.33 +2.25 +1.00
Random Domain ▴ +0.91 ▴ +1.07 -2.67 -4.00 -2.80 -4.05

MDR-KL
True Domain ▴ +1.85 ▴ +2.00 +1.00 -0.33 +3.00 +1.75
Random Domain ▴ +1.36 ▴ +1.51 +0.60 -0.73 -1.30 ▾ -2.55

MTRL
True Domain +0.27 +0.42 +0.67 -0.67 +1.50 +0.25
Random Domain -0.37 -0.21 -1.47 -2.80 -3.55 -4.80

Table 3.1: No Class Bias: A comparison between multi–domain learning methods with access to
the “True Domain” labels andmethods that use “RandomDomain” information, essentially ensem-
ble learning. e first row has raw accuracy numbers, whereas the remaining entries are absolute
improvements over the baseline. ▴: Significantly beer than the corresponding SVM or LR base-
line, with 𝑝 < 0.05, using a two–tailed paired 𝑡-test. ▾: Significantly worse than corresponding
baseline, with 𝑝 < 0.05, using a two–tailed paired 𝑡-test.

(84.2%) is beer than the best average accuracy in the original paper (83.65%).
e main comparison to make in Table 3.1 is between having knowledge of true do-

mains or not. “Random Domain” in the table is the case where domain identifiers are ran-
domly shuffled within a given fold. Ignoring the significance test results for now, overall
the results indicate that knowing the true domains is useful for multi–domain learning
algorithms. Randomizing the domains does not work beer than knowing true domains
in any case. However, in all except one case, the improvements of multi–domain learning
algorithms are significantly beer only for the A dataset.4 And interestingly, for
the A dataset, randomly shuffling the domains also gives significant improvements
compared to the baseline, showing that there is an ensemble learning effect in operation
for MDR-L2 and MDR-KL on the A dataset. For FEDA, randomizing the domains
significantly hurts its performance on the A data, as is the case for MDR-KL on
the P data. erefore, while our contrarian hypothesis about irrelevance of domains

than their train/test setup, and also because of differences in baseline approaches.
4Some numbers in Table 3.1 might appear to be significant, but are not. at is because of high variance

in the performance of the methods across the different folds.
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is not completely true, it is indeed the case that some multi–domain learning methods
benefit from the ensemble learning effect.

A second observation to be made from these results is that, while all of empirical re-
search on multi–domain learning assumes the definition of domains as a given, the ques-
tion of how to split a dataset into domains given various metadata aributes is still open.
For example, in our experiments, in general, using the political party as a domain distinc-
tion gives us more relative improvements over the corresponding baseline approach than
using bills as domains.5

Table 3.6 shows the details about which of the differences between true and random-
ized domains are significant. For the results presented in Table 3.1, the columns of Table
3.6 under the heading “No Class Bias” should be referred. We see that in eight out of 15
cases (5 multi–domain learning algorithms × 3 datasets), that is effectively in more than
half of the cases, there is no significant difference between using true domains and using
randomized domains.

us, we draw the following conclusion from our analysis of the connection between
multi–domain learning and ensemble learning:

Conclusion: While the knowledge of domains is not irrelevant for multi–domain
learning, a significant part of the gains in multi–domain learning can be at-
tributed to ensemble learning effects.

e main implication of this conclusion is for the evaluation methodology used for
multi–domain learning techniques. As mentioned at the beginning of the chapter, em-
pirical evaluations of multi–domain learning are based on domain definitions that are
created based on researcher intuition. However, as we saw in the case of the A
dataset, which is one of the canonical datasets used in multi–domain learning, there can
be other factors that lead to improvements when usingmulti–domain learning techniques.
In particular, improvements due to ensemble learning can be misinterpreted as apparent
improvements due to multi–domain learning techniques. Also, in more than half of the
cases, the performance using true domains was no different from the performance using
randomized domains. us, future research in multi–domain learning should consider
using the methodology of evaluating multi–domain learning techniques on randomized
domains as a standard practice. It provides a good way for judging the utility of the do-
main definitions that are used.

5e B and the P datasets are not directly comparable to each other, although the prediction task
is the same.
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3.4 Domain–Specific Class Bias

One simple way in which domains can be different is with respect to the marginal dis-
tribution of the the labels. For example, reviews of some products may be more positive
on average than reviews of other product types. Simply capturing this bias may account
for significant gains in accuracy, even though nothing is learned about the behavior of
domain-specific features. Most prior work considers datasets with balanced labels. How-
ever, in real world applications, where labels may be biased toward some values, gains
frommulti–domain learning could be aributed to simply modeling domain-specific bias.
A practical advantage of such a result is ease of implementation and the ability to scale to
many domains. erefore, the question we consider here is:

estion: Are multi–domain learning methods improving because they capture
domain-specific class biases?

In previous work, and the above section, experiments have assumed a balanced dataset
in terms of class labels. It has been in these seings that multi–domain learning methods
improve. However, this is an unrealistic assumption. Even in our datasets, the original
versions demonstrated class bias: Amazon product reviews are generally positive, votes
on bills are rarely tied, and political parties vote in blocs. While it is common to evaluate
learning methods on balanced data, and then adjust for imbalanced real world datasets,
it is unclear what effect domain–specific class bias will have on multi–domain learning
methods. Domains can differ in their proportion of examples of different classes. For
example, it is quite likely that less controversial bills in the United States Congress will
have more yes votes than controversial bills. Similarly, if instead of the category of a
product, its brand is considered as a domain, it is likely that some brands receive a higher
proportion of positive reviews than others.

Improvements from multi–domain learning in such seings may simply be capturing
domain-specific class biases. Consider two domains, where each domain is biased towards
the opposite label. In this case, domain-specific parameters may simply be capturing the
bias towards the class label, increasing the weight uniformly of features predictive of the
dominant class. Similarly, methods that learn domain similarity may be learning class
bias similarity.

Why does the effectiveness of these domain-specific bias parameters maer? First, if
capturing domain-specific class bias is the source of improvement, there are much simpler
methods for learning that can be just as effective. is would be especially important in
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domain class cb1 cb2 cb3 cb4
A

b
- 20 80 60 40
+ 80 20 40 60

d
- 40 20 80 60
+ 60 80 20 40

e
- 60 40 20 80
+ 40 60 80 20

k
- 80 60 40 20
+ 20 40 60 80

B

031
N 16 4 8 12
Y 4 16 12 8

088
N 12 16 4 8
Y 8 4 16 12

132
N 8 12 16 4
Y 12 8 4 16

P

D
N 10 30 15 25
Y 30 10 25 15

R
N 30 10 25 15
Y 10 30 15 25

Table 3.2: Varying Class Bias: e table shows the distribution of instances across domains and
class labels within one fold of each of the datasets, for four different class bias trials. ese datasets
with varying class bias across domains were used for the experiments described in §3.4

seings where we have many domains, and learning domain-specific parameters for each
feature becomes infeasible. Second, if class bias accounted for most of the improvement
in learning, it suggests that such seings could be amenable to unsupervised adaptation
of the bias parameters.

Hypothesis: Multi–domain learning largely capitalizes on domain-specific class
bias.

Empirical Evaluation: To evaluate our hypothesis, for each of our three datasets we
create 4 different versions, each with a different seing of the domain-specific class-bias.
We call this the “varying class bias” condition. A summary of the dataset partitions is
shown in Table 3.2. For example, for theA dataset, we create 4 versions (cb1… cb4),
where each domain has 100 examples per fold and each domain has a different balance
between positive and negative classes. For each of these seings, we conduct a 10-fold
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A B P
SVM LR SVM LR SVM LR

Single Classifier
85.52% 85.46% 70.50% 70.67% 65.44% 65.81%

FEDA
True Domain +0.11 +0.31 ▴ +4.25 ▴ +4.00 ▴ +4.81 ▴ +4.69
Random Domain ▴ +0.94 ▴ +1.03 ▴ +3.68 ▴ +4.03 +4.24 +3.73

MDR-L2
True Domain ▴ +0.92 ▴ +0.98 ▴ +4.42 ▴ +4.25 +1.31 +0.94
Random Domain ▴ +1.86 ▴ +1.92 ▴ +3.93 ▴ +3.77 +0.65 +0.28

MDR-KL
True Domain ▴ +1.54 ▴ +1.59 ▴ +5.17 ▴ +5.00 ▴ +4.25 ▴ +3.88
Random Domain ▴ +2.84 ▴ +2.90 ▴ +4.13 ▴ +3.97 ▴ +3.81 +3.44

MTRL
True Domain ▾ -1.22 ▾ -1.17 ▴ +4.50 ▴ +4.33 ▴ +6.44 ▴ +6.06
Random Domain ▾ -0.69 ▾ -0.63 ▴ +3.53 ▴ +3.37 ▴ +4.87 ▴ +4.50

DOM-ID
True Domain +0.36 ▴ +0.38 ▴ +2.83 ▴ +2.75 ▴ +3.75 ▴ +4.00
Random Domain ▴ +1.73 ▴ +1.76 ▴ +4.50 ▴ +4.98 ▴ +5.24 ▴ +5.31

Table 3.3: Varying Class Bias: A comparison between multi–domain learning methods with class
biased data. Similar to the setup where we evaluate the ensemble learning effect, we have a seing
of using randomized domains. ▴: Significantly beer than the corresponding SVM or LR baseline,
with 𝑝 < 0.05, using a two–tailed paired 𝑡-test. ▾: Significantlyworse than corresponding baseline,
with 𝑝 < 0.05, using a two–tailed paired 𝑡-test.

cross validation experiment, then average the CV results for each of the 4 seings. e
resulting accuracy numbers therefore reflect an average across many types of bias, each
evaluated many times. We do a similar experiment for the B and P datasets, except
we use 5-fold CV.

DOM-ID: In addition to themulti-domain learning approaches, and the SVM and LR base-
line methods, we add a new baseline: DOM-ID. In this seing, we augment the baseline
classifier (which ignores domain labels) with a new feature that indicates the domain la-
bel. is is done both for the SVM and LR methods. While we already include a general
bias feature in our baseline, as is common in classification tasks, these new features will
capture domain-specific bias. is is the only change to the baseline classifier, so improve-
ments over the baseline are indicative of the change in domain-bias that can be captured
using these simple features.
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Results: Results are shown in Table 3.3. e table follows the same structure as Table 3.1,
with the addition of the results for the DOM-ID approach. We first examine the efficacy of
multi–domain learning in this seing. An observation that is hard to miss is that multi–
domain learning results in these experiments show significant improvements in almost all
cases, as compared to only a few cases in Table 3.1, despite the fact that even the baseline
approaches have a higher accuracy. is shows that multi–domain learning results can be
highly influenced by systematic differences in class bias across domains. Note that there
is also a significant negative influence of class bias on MTRL for the A data.

A comparison of the multi–domain learning results on true domains to the DOM-ID
baseline gives us an idea of the extent to which much multi–domain learning benefits
purely from class bias differences across domains. We see that in most cases, about half of
the improvement seen in multi–domain learning is accounted for by a simple baseline of
using the domain identifier as a feature, and all but one of the improvements from DOM-ID

are significant. is suggests that in a real–world scenario where difference in class bias
across domains is quite likely, it is useful to consider DOM-ID as a simple baseline that
gives good empirical performance. To our knowledge, using this approach as a baseline
is not standard practice in multi–domain learning literature.

Finally, we also include the “Random Domain” evaluation in the our class biased ver-
sion of experiments. Each “Random Domain” result in Table 3.3 is an average over 20
cross-validation runs (5 randomized trials for each of the four class biased trials cb1 …
cb4). is setup combines the effects of ensemble learning and bias difference across do-
mains. As seen in the table, for the A dataset, the multi–domain learning results
using randomized domains are consistently beer as compared to knowing the true do-
mains. For the other datasets, the performance aer randomizing the domains is still
significantly beer than the baseline. is evaluation on randomized domains further
strengthens the conclusion that differences in class bias across domains play an impor-
tant role, even in the case of randomized (and therefore noisy) domains. Looking at the
performance of DOM-ID with randomized domains, we see that in all cases the DOM-ID
baseline performs beer with randomized domains. While the difference is significant
mostly only on the A dataset (details in Table 3.6, columns under “Varying Class
Bias,”) this trend is still counter-intuitive. We suspect this might be because randomiza-
tion creates a noisy version of the domain labels, which helps learners to avoid over-fiing
that single feature.
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domain class cb5 cb6 cb7 cb8
A

b
- 20 40 60 80
+ 80 60 40 20

d
- 20 40 60 80
+ 80 60 40 20

e
- 20 40 60 80
+ 80 60 40 20

k
- 20 40 60 80
+ 20 40 60 80

B

031
N 16 12 8 4
Y 4 8 12 16

088
N 16 12 8 4
Y 4 8 12 16

132
N 16 12 8 4
Y 4 8 12 16

P

D
N 10 30 15 25
Y 30 10 25 15

R
N 10 30 15 25
Y 30 10 25 15

Table 3.4: Consistent Class Bias: e table shows the distribution of instances across domains and
class labels within one fold of the A dataset, for four different class bias trials. For the B
and P datasets, similar folds with consistent bias were created (number of examples used was
different). ese datasets with consistent class bias across domains were used for the experiments
described in §3.4

Consistent Class Bias

We also ensure that the results we saw in the previous section on varying class bias are
in fact due to the domain–specific class biases, and not just due to having a class bias in
general. For that purpose, we performed a set of experiments that apply multi–domain
learning algorithms to a seing where the datasets have different class biases (unlike the
experiments reported in Table 3.1, where the classes are balanced). However, unlike the
experiments reported in Table 3.3, this time the class bias is the same within each of the
domains. We refer to this as the case of “consistent class bias” across domains. e distri-
bution of classes within each domain within each fold is shown in Table 3.4. e results
for this set of experiments are reported in Table 3.5. e structure of Table 3.5 is iden-
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A B P
SVM LR SVM LR SVM LR

Single Classifier
86.06% 86.22% 76.42% 75.58% 69.31% 68.38%

FEDA
True Domain -0.25 -0.33 -0.83 +0.25 +0.88 +1.25
Random Domain ▾ -1.17 ▾ -1.26 -1.33 -0.82 -0.55 -0.04

MDR-L2
True Domain ▴ +0.39 +0.23 -0.42 +0.42 -2.12 -1.19
Random Domain -0.38 ▾ -0.53 -3.57 -2.73 ▾ -4.30 ▾ -3.36

MDR-KL
True Domain ▴ +0.81 ▴ +0.65 -0.83 +0.00 +1.31 ▴ +2.25
Random Domain +0.22 +0.06 -1.90 -1.07 -0.60 +0.34

MTRL
True Domain ▾ -1.52 ▾ -1.68 -1.92 -1.08 ▴ +3.12 ▴ +4.06
Random Domain ▾ -2.12 ▾ -2.28 -0.95 -0.12 +0.19 ▴ +1.12

DOM-ID
True Domain -0.06 -0.11 -0.25 +0.83 -0.06 +0.94
Random Domain -0.08 -0.04 -0.72 +0.07 -0.31 ▴ +0.59

Table 3.5: Consistent Class Bias: A comparison between multi–domain learning methods with
data that have a consistent class bias across domains. Similar to the setup where we evaluate the
ensemble learning effect, we have a seing of using randomized domains. ▴: Significantly beer
than the corresponding SVM or LR baseline, with 𝑝 < 0.05, using a two–tailed paired 𝑡-test. ▾:
Significantly worse than corresponding baseline, with 𝑝 < 0.05, using a two–tailed paired 𝑡-test.
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Method No Class Bias Varying Class Bias Consistent Class Bias
(Tab. 3.1) (Tab. 3.3) (Tab. 3.5)

better worse equal better worse equal better worse equal
FEDA-SVM A, B, P A B, P A, P B
FEDA-LR A B, P A B, P A, B P
MDR-L2 A B, P A B, P A, B P
MDR-KL P A, B A B, P A, P B

MTRL A B, P A B, P A, P B
DOM-ID-SVM – – – A B, P – – –
DOM-ID-LR – – – A, B P – – –

Table 3.6: e table shows the datasets (A:A, B:B, P:P) for which a given multi–
domain learning method using true domain information was significantly better, significantly
worse, or not significantly different (equal) as compared to using randomized domain information
with the same multi–domain learning method.

tical to that of Table 3.3. Comparing these results to those in Table 3.1, we can see that
in most cases the improvements seen using multi–domain learning algorithms are lower
than those seen in Table 3.1. is is likely due to the higher baseline performance in the
consistent class bias case. A notable difference is in the performance of MTRL — it is sig-
nificantly worse for the A dataset, and significantly beer for the P dataset.
For the A dataset, we believe that the domain distinctions are less meaningful,
and hence forcing MTRL to learn the relationships results in lower performance. For the
P dataset, in the case of a class-biased setup, knowing the party is highly predictive
of the vote (in the original C dataset, Democrats mostly vote “no” and Republicans
mostly vote “yes”), and this is rightly exploited by MTRL. Finally, we note that although
we included the DOM-ID baseline in our experiments on datasets with consistent class bias,
we did not expect it to perform well since the class bias is identical across all the domains.
e results in Table 3.5 confirm this intuition.

True vs. Randomized Domains

In Table 3.6 we analyze the difference in performance of multi–domain learning methods
when using true vs. randomized domain information. For the three sets of results reported
earlier, we evaluated whether using true domains as compared to randomized domains
gives significantly better, significantly worse or equal performance. Significance testing
was done using a two–tailed paired 𝑡-test with 𝛼 = 0.05 as before. As the table shows, for
the first set of results where the class labels were balanced (overall, as well as within each
domain), using true domains was significantly beer mostly only for the A dataset.
FEDA-SVM was the only approach that was consistently beer with true domains across
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all datasets. Note, however, that it was significantly beer than the baseline approach
only for P.

For the second set of results (Table 3.3) where the class bias varied across the different
domains, using true domains was either no different from using randomized domains, or
it was significantly worse. In particular, it was consistently significantly worse to use true
domains on the A dataset. is questions the utility of domains on the A
dataset in the context of multi–domain learning in a domain-specific class bias scenario.
Since randomizing the domains works beer for all of themulti–domain learningmethods
on A, it suggests that a combination of ensemble learning and domain–specific
class bias is mostly responsible for the significant improvements seen on the A
data, when evaluated in a domain-specific class bias seing.

Finally, for the case of consistent class bias across domains, the trend is similar to
the case of no class bias — using true domains is useful. is table further supports the
conclusion that domain-specific class bias highly influences multi-domain learning.

us, we draw the following conclusion from our analysis of multi–domain learning
in the presence of domain–specific class biases:

Conclusion: Multi–domain learning capitalizes significantly on domain–
specific class bias. Additionally, multi–domain learning applied to randomized
domains in combination with domain–specific class biases leads to significant
improvements in most cases. is strengthens the connection between ensemble
learning and multi–domain learning methods.

is conclusion too, has implications for the evaluation of multi–domain learning
methods. First, multi–domain learning should be evaluated in a realistic seing where
domain–specific biases might be common. Second, a simple approach to capture domain–
specific class biases (DOM-ID) should be considered as a standard baseline in such scenar-
ios. And finally, in an unbalanced class seing, the ensemble learning effect seems to be
even more prominent, and therefore should be accounted for by evaluating the perfor-
mance of multi–domain learning techniques on randomized domains.

3.5 Summary

is chapter presented a systematic empirical analysis of three existing multi–domain
learning algorithms — FEDA, MTRL, and MDR. We explored their empirical performance on
three different datasets, using a different definition of domains in each case, and explored
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two questions.
efirst question analyzed the connection betweenmulti–domain learning approaches

and ensemble learning. is is an intuitive connection to make since many multi–domain
learning approaches involve a classifier combination of domain–specific classifiers. We
showed that there can be a significant ensemble learning effect in the results of multi–
domain learning techniques, and it is linked to the definition of domains used by the
multi–domain learning techniques. As a consequence, a concrete suggestion we have for
future evaluation methods used for multi–domain learning is as follows: the meaning-
fulness of the domain definitions for multi–domain learning should be evaluated by test-
ing the multi–domain learning technique aer randomly shuffling the domain identifiers
among the data points (ideally several times for statistical validity), effectively creating
an ensemble learning method. e performance of the multi–domain learning technique
using randomized domains will help in assessing to what extent the domain definitions
are truly helping beyond providing gains due to an ensemble learning effect.

e second question analyzed the performance of multi–domain learning techniques
in a real–world data scenario, where class biases might differ across the different domains.
We showed that multi–domain learning significantly capitalizes on domain–specific class
bias, and also that the ensemble learning effect is more prominent in the case where
data has domain–specific class biases. We also introduced a simple baseline DOM-ID that
captures domain–specific class bias and shows significant improvements over a domain–
agnostic baseline. A concrete implication of this finding is that multi–domain learning
should be evaluated in realistic data situations, along with a simpler baseline DOM-ID
that can capture domain–specific class biases.
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4 | Generalizing Features
Across Domains

As with most machine learning problems, there are two conceptual approaches to tackle
the problem of multi–domain learning — an algorithmic approach that is aimed at de-
signing new machine learning algorithms to solve the problem, and a feature engineering
approach that is oen driven by knowledge about the specific prediction task of interest.
We note that these are not necessarily mutually exclusive, and in fact can even comple-
ment each other, depending on the nature of data. In the previous chapter we presented
an empirical analysis of three algorithmic approaches to multi–domain learning, and con-
cluded with suggestions to modify the evaluation methodology of multi–domain learning
techniques. In this chapter, we explore the second conceptual approach of designing a
problem–driven feature representation for multi–domain learning.

With the goal of taking the properties of a given definition of domains into account,
this chapter will present one way of designing a feature representation that is capable
of generalizing across domains. Experiments will be presented that demonstrate the
effectiveness of the new feature representation for the task of opinion mining on sen-
tences from product reviews. We will consider the task of opinion mining in this chapter,
and show that when classifying sentences from product reviews as “opinion–bearing”
or “non–opinion–bearing,” syntactic dependency features are more useful when they are
engineered to adapt across multiple domains in the training data. Similar ideas of engi-
neering features that adapt between a source and a target domain, or generalize across
multiple domains (Arnold et al., 2008), and generalize across different users in an email
dataset (Dredze, 2009), have been proposed in prior work. Also, following the work pre-
sented in this chapter (part of which also appears in Joshi and Rosé (2009)), generalizing
across domains using the so–called “stretchy paerns” has been shown to be effective on
the tasks of gender and age prediction (Gianfortoni et al., 2011). is chapter presents
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another type of features that can be engineered to perform beer across domains.
Generalization strategies for features can, and oen do work even in the absence of

any domains in data. A key question, therefore, for our purposes is whether our proposed
approach really capitalizes on the presence of multiple domains. To answer this question,
we will present an experimental analysis which demonstrates that the designed features
do indeed capitalize upon the presence of multiple domains in our training data.

Part of the work presented in this chapter appears in Joshi and Rosé (2009).

4.1 Beyond Lexicalized Features

e approach we present in this chapter is based on the observation that for many NLP
tasks, machine learningmodelsmight overfit the training data due to the highly lexicalized
features that are oen used for representing the data points. ese include typical fea-
tures such as lexical 𝑛-grams and lexicalized dependency relation features. is limitation
has long been recognized in previous work on opinion mining (Wilson et al., 2004), and
sentiment analysis in customer feedback data (Gamon, 2004). Even in much earlier work,
Hearst (1992) used lexico-syntactic paerns to automatically extract hyponyms from text,
although her work was not motivated from the perspective of avoiding overfiing. In our
work, we establish the utility of abstracting away from lexicalized features especially in
the context of multi–domain learning.

To see the problem that lexicalized features can cause in a multi–domain learning set-
ting, let us consider the task of opinion mining in product reviews. In particular, we con-
sider identifying whether a sentence in some product review contains an opinion about
one of the aspects1 of the product (Hu and Liu, 2004). Since different products will have
different aspects that the users talk about in reviews, lexical 𝑛-grams or lexicalized de-
pendency relation features for each product can contain product–specific aspect words.
us, here we consider the product identifier as the source of domain information. In
such a scenario, a machine learning algorithm may not be able to generalize paerns
across the different domains represented by the different products. is holds especially
for features with some internal structure, such as 𝑛-grams, or syntactic dependency rela-
tions. For example, the two bigrams “great camera” and “great soware” clearly share the
structure that both of them have the word “great” in them, and are therefore both very

1We use the term aspect to refer to any feature of a given product, such as the lens quality of a camera.
However to avoid confusion with the machine learning usage of the word “feature,” we refer to it as an
aspect.
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good indicators of an opinion–bearing sentence. However, the fact that the second word
in each of those bigrams is different prevents a machine learning model from seeing the
structural similarity between them, and thus their similar relationship to the opinion class
label. Abstracting away from the lexicalized representation can help a machine learning
algorithm to notice this similarity. One approach to achieve this has been explored by
McDonald et al. (2007), where they replace every possible combination of words in an 𝑛-
gram by the corresponding part–of–speech tags. For example, the bigram “great camera”
generates the following four features: “great camera”, “JJ camera”, “great NN,” and “JJ
NN,” where JJ and NN denote the part–of–speech tags (representing adjective and noun)
for “great” and “camera” respectively. Motivated by this idea of abstracting away from
lexicalized features and the prior work on lexico–syntactic paerns (Hearst, 1992), as well
as work by (Gamon, 2004), and (Wilson et al., 2004), we explore the utility of abstracting
dependency features for multi–domain learning. In particular, we found that abstracting
dependency features only in part, creating what we term as “composite backo” features,
is especially useful for the task of opinion mining.

In the remainder of the chapter, we first present a summary of the prior work towards
using syntactic dependency features for opinion mining. We then motivate our approach
and describe the simple abstraction process for dependency features, including generation
of the composite backoff features. is is followed by experimental results and discussion.
Finally, we will present experiments that demonstrate the utility of our features especially
for the problem of multi–domain learning, as opposed to just being beer features in
general.

4.2 Syntactic Features for Opinion Mining

e use of syntactic or deep linguistic features for opinion mining has yielded mixed re-
sults in the literature so far. On the positive side, Gamon (2004) found that the use of deep
linguistic features extracted from phrase structure trees yield significant improvements
on the task of predicting satisfaction ratings in customer feedback data. His features in-
clude phrase structure paerns for each constituent, syntactic dependency relationships
where words are replaced by their corresponding part–of–speech (POS) tags, POS tri-
grams and information such as transitivity of the predicates, and tense. Matsumoto et al.
(2005) show that the use of frequently occurring sub–trees of dependency parse trees as
features shows significant improvement in performance on the task of classifying movie
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reviews as having positive or negative polarity. Finally, Wilson et al. (2004) use several
different features extracted from dependency parse trees to improve performance on the
task of predicting the strength of opinion phrases. Both Gamon (2004) and Wilson et al.
(2004) employ one feature set that is identical to one of our dependency backoff variations;
we remind the reader of this connection in § 4.4.

On the flip side, Dave et al. (2003) found that for the task of polarity prediction, adding
adjective-noun dependency relationships as features does not provide any benefit over a
simple bag–of–words feature space. Ng et al. (2006) proposed that rather than focusing
on just adjective-noun relationships, the subject-verb and verb-object relationships should
also be considered for polarity classification. However, they observed that the addition of
these dependency relationships does not improve performance over a feature space that
includes unigrams, bigrams and trigrams.

One difference that seems to separate the successes from the failures is that of using
the entire set of dependency relations obtained from a dependency parser and allowing
the learning algorithm to generalize, rather than picking a small subset of dependency
relations based on intuition. However, in such a situation, one critical issue is the sparse-
ness of the very specialized linguistic features, which may cause the classifier learned
from such features to not generalize, similar to the case of 𝑛-grams we discussed in Sec-
tion §4.1. Fortunately, features that have some internal structure, such as those based on
dependency relations, provide a nice way to enable generalization to the desired extent.
In the next section, we motivate this idea in the context of our task, from a linguistic as
well as machine learning perspective.

4.2.1 Generalizing Dependency Features

We believe that with respect to the use of syntactic features (syntactic dependency rela-
tions in particular), there is a need to alter their representation so that they generalize
well. Toward validating this hypothesis, we show that by altering syntactic dependency
relation triples in a particular way (namely, “backing o” only the head word in a depen-
dency relation to its POS tag), they generalize beer across domains and yield a significant
improvement on the task of identifying opinions from product reviews.

Before motivating the use of dependency relations as features for our task, a brief
overview about dependency relations follows.

54



4.2. Syntactic Features for Opinion Mining 4. Generalizing Features Across Domains

Dependency Relations
nsubj(camera-5, it-1) cop(camera-5, is-2)
det(camera-5, a-3) amod(camera-5, fantastic-4)
advmod(worth-8, well-7) det(price-10, the-9)
amod(price-10, worth-8) conj and(camera-5, price-10)

Table 4.1: e table shows dependency relations generated by the Stanford parser for the sentence
“it is a fantastic camera and well worth the price”.

Dependency Relations

e dependency parse for a given sentence is essentially a set of triples, each of which is
composed of a grammatical relation and the pair of words from the sentence amongwhich
the grammatical relation holds. For example, using the notation of the Stanford parser,2

in the dependency triple 𝑟𝑒𝑙𝑖(𝑤𝑗 ,𝑤𝑘), 𝑟𝑒𝑙𝑖 is the dependency relation among the words 𝑤𝑗
and 𝑤𝑘. e set of dependency relations is specific to a given parser. We use the Stanford
parser for computing dependency relations. More formally, for an 𝑛-word long sentence
{𝑤1, ..., 𝑤𝑛}, with 𝑚 possible grammatical relations {𝑟𝑒𝑙1, ..., 𝑟𝑒𝑙𝑚}, any dependency triple
is of the form 𝑟𝑒𝑙𝑖(𝑤𝑗 ,𝑤𝑘) where 1 ≤ 𝑖 ≤ 𝑚 and 1 ≤ 𝑗, 𝑘 ≤ 𝑛. e word 𝑤𝑗 is usually
referred to as the head word in the dependency triple, and the word 𝑤𝑘 is usually referred
to as the modifier word. Given the set of dependency triples for a sentence, they can be
organized as a directed graph, with the words forming the nodes of the graph and the
relations forming the directed edges. is representation is called the dependency parse
tree.

Table 4.1 provides an example of the set of dependency relations for one of the re-
view sentences. Two of the grammatical relations shown in Table 4.1 are as follows: (i)
amod: is is the adjectival modifier relation between the adjectival modifier “fantastic”
and the noun “camera.” (ii) advmod: is is the adverbial modifier relation between the
adverbial modifier “well” and the modified adjective (the head word in the dependency
triple) “worth.” For a complete list of the dependency relations that can be generated by
the Stanford parser, the reader is referred to de Marneffe et al. (2006) and the Stanford
Dependencies manual online.3

One straightforward way to use dependency relations as features for machine learning
is to generate features of the form RELATION HEAD MODIFIER and use them in a standard
bag-of-words type binary or frequency-based representation. e indices of the head

2http://nlp.stanford.edu/software/lex-parser.shtml
3http://nlp.stanford.edu/software/dependencies_manual.pdf
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and modifier words are dropped for the obvious reason that one does not expect them to
generalize across sentences. We refer to such features as lexicalized dependency relation
features, labeled as LEXDEP in our results. Next we motivate our backoff approach for
dependency features.

4.3 Motivation for our Approa

Consider the following examples from our experimental data:

I. e iPod’s sound quality is prey good.

II. Why is this phone so great?

Both of these sentences contain a copular verb — “is.” In the Stanford parser, this
yields the following two dependency relations (among others) for the two sentences:
cop good is for the first sentence, and cop great is for the second sentence.

Notice, for both sentences, the already known advantage of dependency relations be-
ing able to capture associations between non-contiguous words.

Although both of the above dependency features are good indicators of opinion sen-
tences and are closely related, any machine learning algorithm that treats these features
independently will not be able to generalize their relationship to the opinion class. Also,
any new test sentence that contains the copular verb “is” in relationship with an adjective
different from either “good” or “great”, will not receive any importance in favor of the
opinion class if it was not observed in the training data.

Now consider the case where we backoff the head word in each of the above features
to its part-of-speech tag (JJ, since both “good” and “great” are adjectives). is leads to a
single feature: cop JJ is. is has two advantages: first, the learning algorithm can now
learn a weight for a more general feature that has stronger evidence of association with
the opinion class, and second, any new test sentence that contains an unseen adjective in
relationship with the copular verb “is” will receive some weight in favor of the opinion
class.

A similar scenario plays out for the following two sentences:

III. overall this is the best phone i have ever owned.

IV. But, for the money it is a good machine.

ey contain the following dependency relations (among others): cop phone is in
sentence III, and cop machine is in sentence IV. e difference here is that their com-
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mon backoff version is now cop NN is, which contains a noun tag (NN) instead of the
adjective tag (JJ) for the previous backoff version.

us, assuming that for review sentences for unseen products, adjectives and nouns
are still tagged correctly by the part-of-speech tagger used, the backoff versions of the
original lexicalized dependency features will still fire although the corresponding lexi-
calized dependency features may not have been observed at training time. e backoff
operation is therefore a generalization (or abstraction) of the lexicalized dependency re-
lations.

4.4 Dependency Baoff Features

We now describe all the generalizations of dependency features that we experimented
with.

Composite Baoff Features: e idea behind our composite backoff features is to create
more generalizable, but not overly general backoff features by backing off to the part-of-
speech (POS) tag of either the head word or the modifier word (but not both at once, as
in Gamon (2004) and Wilson et al. (2004)) – hence the description “composite,” as there
is a lexical part to the feature, coming from one word, and a POS tag coming from the
other word, along with the dependency relation itself. e most specific version of a
dependency relation feature that one can create using POS tags is roughly in the form
of a five-tuple – 𝑟𝑒𝑙𝑖(𝑤𝑗/𝙿𝙾𝚂𝑗 ,𝑤𝑘/𝙿𝙾𝚂𝑘), where 𝙿𝙾𝚂𝑗 and 𝙿𝙾𝚂𝑘 are the POS tags for the
words 𝑤𝑗 and 𝑤𝑘 respectively. Note again that although we always keep the word and
POS tag indices in our notation, they are not part of the actual features provided to the
machine learning algorithm. In our initial experiments we experimented with using this
most specific five-tuple version and compared it to the lexicalized dependency triples (the
ones without any POS tags) and found the five-tuple version to be slightly worse (though
not statistically significant). erefore we use only the lexicalized dependency triples as
our baseline.

e two types of composite backoff features that we create from lexicalized depen-
dency triples are as follows:

I. HEAD-BO: Here we use features of the form 𝑟𝑒𝑙𝑖(𝙿𝙾𝚂𝑗 ,𝑤𝑘) where the head word is
replaced by its POS tag, but the modifier word is retained.

II. MOD-BO: Here we use features of the form 𝑟𝑒𝑙𝑖(𝑤𝑗 ,𝙿𝙾𝚂𝑘), where the modifier word is
replaced by its POS tag, but the head word is retained.
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Our hypothesis is that the HEAD-BO features will perform beer than purely lexical-
ized dependency relations (LEXDEP) for reasons mentioned in § 4.3. Although MOD-BO

features also generalize the lexicalized dependency features, in a relation such as an ad-
jectival modifier (discussed in § 4.3), the head noun is a beer candidate to backoff for
enabling generalization across different products (the domains), rather than backing off
the modifier adjective. For this reason, we do not expect their performance to be compa-
rable to HEAD-BO features.

4.5 Baseline Features

We compare our composite backoff features with other similar ways of generalizing de-
pendency relations and lexical ngrams that have been tried in previous work. We describe
these below.

FULL-BO (Full Baoff Features): Both Gamon (2004) andWilson et al. (2004) utilize fea-
tures based on the following version of dependency relationships: 𝑟𝑒𝑙𝑖(𝙿𝙾𝚂𝑗 ,𝙿𝙾𝚂𝑘), where
they backoff the head word as well as the modifier word to their respective POS tags (𝙿𝙾𝚂𝑗
and 𝙿𝙾𝚂𝑘).

Baoff 𝑛-grams : Similar to McDonald et al. (2007), we utilize backoff versions of lexical
bigrams and trigrams (BI-BO and TRI-BO respectively). In backoff 𝑛-grams, all possible
combinations4 of the words in a given 𝑛-gram are replaced by their POS tags. For example,
a bigram 𝑤𝑗 𝑤𝑘 generates the backoff bigrams 𝑤𝑗 𝙿𝙾𝚂𝑘, 𝙿𝙾𝚂𝑗 𝑤𝑘, 𝙿𝙾𝚂𝑗 𝙿𝙾𝚂𝑘. Similarly,
each trigram generates seven different backoff trigrams.

In addition to these baseline backoff approaches, we also use other standard set of base-
line features, including regular lexical bigrams (BI), lexical trigrams (TRI), POS bigrams
(POS-BI), POS trigrams (POS-TRI) and lexicalized dependency relations (LEXDEP). We
note here that POS-BI and POS-TRI are actually special cases (and subsets) of the backoff
𝑛-gram feature sets BI-BO and TRI-BO respectively. Our primary baseline is the set of
unigram features (UNI), and for testing our remaining feature sets, we evaluate each of
them individually by adding them one at a time to the set of unigram features (UNI).

4is does not include the case of “no backo” where no words are replaced with their POS tags to retain
original 𝑛-grams.
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4.6 Experiments and Results

Details of our experiments and results using the generalized dependency features follow.

4.6.1 Review Sentences Dataset

e product reviews dataset released by Hu and Liu (2004) and Ding et al. (2008) consists
of Amazon.com and CNet.com reviews for 14 different products (digital cameras, MP3
players and so on). Manually annotated class labels are available on this dataset for the
task is identifying whether a sentence contains an opinion or not. e definition of an
opinion–bearing sentence as proposed by Hu and Liu (2004) is as follows: “If a sentence
contains one or more product features and one or more opinion words, then the sentence is
called an opinion sentence.” Examples of opinion–bearing sentences from the data include:
“for the price it is a well spent investment!”, and “it is very light weight and has a good signal
strength.” Any other sentence in a review that does not fit the above definition of an
opinion–bearing sentence is considered as a non–opinion–bearing sentence. In general,
these can be expected to be verifiable statements or facts such as product specifications
and so on. Examples of non-opinion sentences from the data include: “if this doesnt bring
back the picture, try pressing this buon without playing a dvd.”, and “aer i took their
picture with their camera, they offered to take a picture of us.”

e domains in this dataset are defined based on the product for which a review is
wrien. Each sentence in a review is assigned the domain of the product that the review
belongs to.

For our experiments we use use a randomly chosen subset consisting of 2,200 review
sentences — 200 sentences each for 11 different products (three cameras, three MP3 play-
ers, two network routers, and two cellphones). Our exact subset has been made available
for future research.5 ree products were discarded since they did not have at least 200
review sentences each. e only task that we consider in this work is that of identify-
ing opinionated sentences. e class distribution among the chosen 2,200 sentences is as
follows: 1,053 (47.86%) opinion sentences and 1,147 (52.14%) non-opinion sentences.

4.6.2 Maine Learning Parameters

We used the Support Vector Machine (SVM) learner (Chang and Lin, 2011) from the Mi-
norird Toolkit (Cohen, 2004), along with the 𝜒-squared feature selection procedure,

5See http://www.cs.cmu.edu/~maheshj/datasets/acl09short.html
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where we reject features if their 𝜒-squared score is not significant at the 0.05 level. For
SVM, we use the default linear kernel with all other parameters also set to defaults.

We consider two evaluation scenarios, which differ in the definition of domains that
we used for deciding our evaluation folds.

First, we perform an 11–fold cross–validation experiment, where each test fold con-
tains all the sentences for one of the 11 products, and the sentences for the remaining
ten products are in the corresponding training fold. We note here that this multi–domain
learning seing is slightly different from the one that we considered in the previous chap-
ter. Here, every time we have a novel domain in our test set. is is identical to the first
multi–domain learning scenario considered byDredze et al. (2009) (described in this thesis
in Chapter 2, Section §2.4). is is in some sense the most difficult multi–domain learning
scenario since it tests the ability of our features to generalize to domains that were not
seen previously. Later in this chapter when we perform a deeper analysis of our back-
off dependency features, we also consider the multi–domain learning scenario where the
domains seen at test time are the same as those seen at training time.

Second, we perform four–fold cross–validation experiment, where each test fold con-
tains all the sentences for a given category of products — cameras, MP3 players, routers,
and cellphones. e folds are not identical in size in this second evaluation since the
number of products in the different categories is not the same.

Our results are reported in terms of average accuracy values across the 11 folds.

Results

Table 4.2 shows the full set of results from our experiments. Our results are compara-
ble to those reported by Hu and Liu (2004) on the same task, as well as those by Arora
et al. (2009) on a similar task of identifying qualified vs. bald claims in product reviews.
For our 11–fold cross–validation, the composite features with the head word backed-off
(HEAD-BO) are the only ones that achieve a statistically significant improvement over
the UNI baseline. None of the other backoff strategies achieve a statistically significant
improvement over UNI. e lexicalized dependency relation features (LEXDEP) perform
worse than unigrams alone. ese results thus demonstrate that composite backoff fea-
tures based on dependency relations, where only the head word is backed off to its POS
tag, present a useful alternative to encoding dependency relations as features for opinion
mining. For our 4–fold cross–validation experiment, the trend is almost identical, except
that the most general backoff version of dependency features (FULL-BO) also achieves
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Features 11–fold 4–fold
UNI 65.23 (±1.45) 63.14 (±2.32)

no
ba

off UNI+BI 65.73 (±1.99) 63.73 (±1.85)

UNI+TRI 65.55 (±1.88) 63.89 (±1.92)
UNI+LEXDEP 64.18 (±1.62) 61.53 (±2.46)

ba

off

UNI+BI-BO 65.05 (±1.70) 64.73 (±1.87)
UNI+TRI-BO 64.68 (±1.55) 63.99 (±1.07)
UNI+POS-BI 67.59 (±1.71) 66.44 (±0.61)
UNI+POS-TRI 66.14 (±1.50) 65.33 (±1.32)
UNI+HEAD-BO ▴ 68.36 (±1.77) ▴ 66.80 (±1.76)
UNI+MOD-BO 65.59 (±1.63) 63.12 (±2.82)
UNI+FULL-BO 66.73 (±1.51) ▴ 67.16 (±2.05)

Table 4.2: e table shows the average accuracy (±standard error) values for our 11–fold and 4–
fold cross-validation experiments for the different feature configurations. ▴: Significantly beer
than the UNI baseline, with 𝑝 < 0.05, using a two–tailed paired 𝑡-test.

a statistically significant improvement over UNI. FULL-BO is not significantly different
from HEAD-BO.

us, we show that for the task of opinion mining, a backoff strategy for transforming
syntactic dependency features is useful for generalizing a model across the different do-
mains. In our case, we experimented with domains defined by the 11 different products,
as well as by the four different product categories. In particular, the composite backoff
features were found to be significantly beer in both evaluation seings.

4.7 Domains and Baoff Features

e results presented so far in the chapter show that our proposed dependency backoff
features improve performance on the task of opinion mining. ey were evaluated in
a scenario where multiple domains are present in our training data, as is the case for
multi–domain learning. However, the evaluation does not include a comparable seing
where the data does not contain any domain information. us, from the earlier results,
it is not possible to conclude that the dependency backoff features are especially useful
when the training data contains multiple domains. For example, it might be the case that
the proposed backoff features are just beer features in general for the task of opinion
mining, irrespective of the presence or absence of multiple domains in the training data. In
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this section we will present experiments designed to test the following hypothesis:

Hypothesis: Dependency backoff features are especially useful when the training
set contains multiple domains.

In order to test this hypothesis, we consider three different evaluation scenarios. In
the first scenario (IN-DOM), we evaluate the dependency backoff features in the presence
of a single domain. us, our training and test sets contain sentences that belong to the
same product. is is a scenario that evaluates the backoff features when the training set
does not contain multiple domains.6

In the second evaluation scenario (MULTI-DOM), we consider training and test sets
that are randomly created from the full dataset, and therefore contain a mix of sentences
from all of the domains (all products) in our dataset.

e third evaluation scenario (CROSS-DOM) is identical to the evaluation presented
earlier in the chapter — the test set always contains a novel domain, never seen at training
time.

4.7.1 Dataset

For this evaluation, we used a larger subset of the data released by Hu and Liu (2004). e
primary reason for this is that we have to control for the size of datasets across the three
evaluation scenarios above, and the smaller dataset that we used earlier would result in
very small training set sizes per domain, especially for the MULTI-DOM and CROSS-DOM
seings where we need to have multiple domains in the training set.

For the IN-DOM seing, we randomly picked 500 sentences each for eight of the 14
products in the dataset released by Hu and Liu (2004). Note that since we increased the
minimum number of sentences required for each product, we only had eight products
instead of the 11 products in the earlier experiment. An eight–fold cross–validation is
performed within each product.

For the MULTI-DOM seing, we created eight different subsets, each of them contain-
ing 500 sentences, which consisted of amixture of sentences from the same eight products,
as in the IN-DOM seing. For each of these MULTI-DOM subsets, we then performed ran-
domized eight–fold cross–validation, where each training and test fold contained a mix
of sentences from all of the eight products.

6is is based on the assumption that the product identifier, the product type, and the brand name are
the factors that maer for defining domains. ey are thus are held constant in this seing for a given
training and test set.
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For the CROSS-DOM seing, we started off with the same eight subsets that were cre-
ated in the MULTI-DOM seing. However, on each of them we then performed leave–
one–product–out evaluation, that is, an eight–fold cross–validation where seven of the
products appear in the training set, and the eighth one appears in the test set.

Given the three seings described above, if our proposed hypothesis is true, we should
expect higher relative improvements over the LEXDEP baseline in the MULTI-DOM and the
CROSS-DOM case, as compared to the improvements that we see in the IN-DOM case.

4.7.2 Features

For this experiment, in order to isolate the effect of just the dependency backoff features,
we used only the lexicalized dependency features (LEXDEP) as our baseline feature set.
We then compared the performance of the three different backoff versions (HEAD-BO,
MOD-BO, FULL-BO) to this baseline.

In order to control for as much variability as possible across the three different eval-
uation scenarios, we used the full set of extracted features, without any feature selection.

4.7.3 Maine Learning Parameters

We used two different learning algorithms to evaluate the performance of the different
versions of the dependency features. First, as before, we used a support vector machine
with a linear kernel. Second, we used 𝑙2-regularized logistic regression. In both cases, the
regularization penalty was tuned over a validation set, using the following values for the
trade off parameter 𝐶 : 0.001, 0.01, 0.1, 1, 10, 100.

4.7.4 Results

e results using the SVM learner are shown in Table 4.3, and those using 𝑙2-regularized
logistic regression are shown in Table 4.4. We report the results in terms of classification
accuracy. Every accuracy value in both the tables is averaged over eight different runs of
eight–fold cross validation (thus, an average of 64 different values).

Several trends are clear from both the result tables. First, the performance of the
baseline feature set (LEXDEP) decreases from IN-DOM to MULTI-DOM to CROSS-DOM. is
is in linewithwhat onewould expect. eIN-DOM seing contains homogeneous training
and test sets (no domains), a case where it is relatively easier to generalize. e MULTI-
DOM seing contains a mixture of domains in both the training and test sets, which is

63



4. Generalizing Features Across Domains 4.7. Domains and Backoff Features

LEXDEP HEAD-BO MOD-BO FULL-BO
IN-DOM

accuracy 63.86 (±0.68) ▴ 66.15 (±0.62) 64.54 (±0.70) ▴ 65.50 (±0.62)
rel. impr. – +3.59% +1.07% +2.57%

MULTI-DOM
accuracy 59.51 (±0.53) ▴ 63.22 (±0.73) ▴ 60.94 (±0.56) ▴ 62.66 (±0.73)
rel. impr. – +6.24% +2.41% +5.31%

CROSS-DOM
accuracy 56.90 (±1.37) ▴ 59.42 (±1.25) 57.79 (±1.28) ▴ 59.65 (±0.93)
rel. impr. – +4.42% +1.56% +4.84%

Table 4.3: e table shows the results for an SVM with a linear kernel, for each of the different
seings that we evaluated to test the hypothesis that dependency backoff features are especially
useful in the presence of multiple domains in training data. For each seing, the table shows the
absolute accuracy value for each feature set, and the relative improvement of the three different
backoff feature sets over the LEXDEP baseline feature set. ▴: Significantly beer than the LEXDEP
baseline, with 𝑝 < 0.05, using a two–tailed paired 𝑡-test.

LEXDEP HEAD-BO MOD-BO FULL-BO
IN-DOM

accuracy 64.39 (±0.70) ▴ 67.08 (±0.60) 64.51 (±0.65) 65.95 (±0.61)
rel. impr. – +4.18% +0.19% +2.43%

MULTI-DOM
accuracy 58.81 (±0.48) ▴ 64.03 (±0.69) ▴ 60.96 (±0.61) ▴ 63.17 (±0.70)
rel. impr. – +8.87% +3.66% +7.42%

CROSS-DOM
accuracy 58.09 (±1.27) ▴ 61.45 (±1.09) ▴ 59.74 (±1.16) ▴ 61.94 (±1.06)
rel. impr. – +5.80% +2.85% +6.63%

Table 4.4: e table shows the results for 𝑙2-regularized logistic regression, for each of the different
seings that we evaluated to test the hypothesis that dependency backoff features are especially
useful in the presence of multiple domains in training data. For each seing, the table shows the
absolute accuracy value for each feature set, and the relative improvement of the three different
backoff feature sets over the LEXDEP baseline feature set. ▴: Significantly beer than the LEXDEP
baseline, with 𝑝 < 0.05, using a two–tailed paired 𝑡-test.
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harder than the IN-DOM seing because we have a smaller number of data points for each
of the domains (products). And finally, the CROSS-DOM seing contains a novel domain at
test time, a case that is hardest among the three seings from a generalization perspective.

We compute the relative improvements of the three backoff feature sets over the cor-
responding baseline feature set (LEXDEP) in each of the evaluation seings. Consistently,
the relative improvements in the MULTI-DOM and the CROSS-DOM seing are higher than
the relative improvements in the IN-DOM seing. is is true for all the three backoff
feature sets. us, these results clearly show that the backoff dependency features are
especially useful in the case of MULTI-DOM and CROSS-DOM seings, where we have
multiple domains in the training set.

e relative improvements due to backoff dependency features in the case of CROSS-
DOM seing are not as good as the ones in the MULTI-DOM seing. Error analysis of
the misclassified examples in the CROSS-DOM seing shows that irrelevant (to the task of
opinion mining) backoff features are the main cause of this trend. In the CROSS-DOM case,
since the test set contains a novel product, the test instances oen contain new features
that were not seen at training time. is results in the classification of those instances
based on a small set of features. If these are irrelevant backoff features with incorrect
weights, then it is easy to make an incorrect prediction.

For example, the backoff feature det NN the, which fires for any of the phrases “the
camera”, “the player”, “the ipod” and so on, got a highweight for the “opinion” class in both
the CROSS-DOM and the MULTI-DOM case. However, the weight of this backoff feature is
more influential7 in the CROSS-DOM case than in the MULTI-DOM case. is, combined
with the fact that sometimes it is one of the few usable features from a test instance, can
easily lead to misclassification errors. e case of the backoff feature det NN a is similar.
In general, it appears that the weights of some irrelevant backoff features are driven to
the extreme when we leave out an entire product from the training set.

Based on these experimental results that compare improvements due to generalized
dependency features across different domain seings (IN-DOM, MULTI-DOM, and CROSS-
DOM), we conclude the following:

Conclusion: Since the relative improvements in MULTI-DOM and CROSS-DOM
seings are higher as compared to relative improvements in the IN-DOM seing,
the generalized dependency features are indeed especially useful when there are
multiple domains in the training set.

7e influence is considered relative to the weight of the class intercept or the weight of the bias feature.
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4.8 Summary

In this chapter we explored a feature representation driven approach to the problem of
multi–domain learning, using the task of opinion mining from product reviews as an ex-
ample. We have shown that for this task, a feature representation based on a simple trans-
formation (“backing o” the head word in a dependency relation to its part–of–speech
tag) of syntactic dependency relations captures more generalizable and useful paerns
in data than purely lexicalized dependency relations, yielding a statistically significant
improvement. Further, we empirically evaluated the backoff dependency features in dif-
ferent seings to establish that they are especially useful in the case where the training
data contains multiple domains.
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5 | Multi–Domain Learning for
Multi–Attribute Data

e empirical analysis that we presented in Chapter 3 showed that depending on the
definition of domains used for multi–domain learning algorithms, their performance and
utility can vary. In particular, we saw that for the C dataset involving prediction
of votes, using the political party affiliation was a beer choice for defining domains as
opposed to using the speaker identifiers as domains. Such variation in performance of
multi–domain learning techniques, caused by the particular definition of domains being
used, is not desirable. However, it cannot be avoided as long as we are forced to choose a
single aribute that defines domains. us, to circumvent this limitation, we now present
methods that do not restrict the definition of domains to a single metadata aribute in
data. Instead, they can use many metadata aributes simultaneously to define domains
for a given dataset.

Datasets in text classification oen contain multiple metadata aributes associated
with the text, many of which are reasonable candidates for defining domains. Consider
the case of restaurant reviews, which can be categorized into domains corresponding to
the cuisine, location, price range, or a host of other factors. For multi–domain learning,
we should use the metadata aribute most likely to characterize a domain: a change in
vocabulary (i.e. features) that most impacts the classification decision (Ben-David et al.,
2009). However, this choice is not easy. First, we may not know which metadata aribute
is most likely to fit this role. Perhaps the location most impacts the review language, but
it could easily be the price of the meal. Second, multiple metadata aributes could impact
the classification decision, and picking a single one might reduce classification accuracy.
erefore, we seek multi–domain learning algorithms which can simultaneously learn
from many types of domains (metadata aributes).

We introduce the multi–aribute multi–domain (MAMD) learning problem, in which
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each learning instance is associated with multiple metadata aributes, each of which may
impact feature behavior. We present extensions to two popular multi–domain learning
algorithms, FEDA (Daumé III, 2007) and MDR (Dredze et al., 2009). Rather than selecting
a single domain division, our algorithms consider all aributes as possible distinctions
and discover changes in features across aributes. We evaluate our algorithms using
three different datasets, each containing a varying number of metadata aributes that
are potentially relevant for the classification task. We demonstrate that multi–aribute
algorithms improve over their multi–domain counterparts, which can learn distinctions
from only a single aribute.

In the absence of our proposed methods, a single “best” aribute can be chosen among
all the available metadata aributes using empirical tuning on some validation set. How-
ever, this method can be brile if the definition of the “best” aribute changes over time.
Also, this method does not benefit from the knowledge of multiple metadata aributes,
each of which might influence the text classification task to a varying degree. In such
cases, we will demonstrate the benefit of our methods over choosing a single “best” do-
main definition empirically.

A potential disadvantage in using multiple aributes to define domains could be that
irrelevant metadata aributes might hurt the performance. We demonstrate experimen-
tally that on datasets where there is indeed a “single best” metadata aribute1, our ap-
proach is not adversely affected by the presence of irrelevant (for the purpose of defining
domains) metadata aributes.

Finally, we also present empirical evaluation that shows that using multiple meta-
data aributes is at least as computationally efficient as empirically evaluating multiple
aributes to find the “single” best one, and in most cases is much faster.

Part of the work presented in this chapter is to appear in Joshi et al. (2013).

5.1 Multi–Attribute Multi–Domain Learning

In multi–domain learning, each instance 𝐱 is drawn from a domain 𝑑 with distribution
𝐱 ∼ 𝒟𝑑 over a vector space ℝ𝐷 and labeled with a domain specific function 𝑓𝑑 with label
𝑦 ∈ {−1, +1} (for binary classification). In multi–aribute multi–domain learning, we
have 𝑀 metadata aributes in a data set, where the 𝑚-th metadata aribute has 𝐾𝑚 pos-
sible unique values. Each instance 𝐱𝑖 is drawn from a distribution 𝐱𝑖 ∼ 𝒟ฏ𝑖

specific to a
1e “single best” metadata aribute is decided empirically, aer testing each of the available metadata

aributes one-by-one.
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set of aribute values 𝒜𝑖 associated with each instance. Additionally, each unique set of
aributes indexes a function 𝑓ฏ.2 𝒜𝑖 could contain a value for each aribute, or no values
for any aribute. In the absence of any metadata aributes, a “background” distribution
and the corresponding labeling function can be indexed. Such a background distribution
represents the general distribution over the input space ℝ𝐷, and the corresponding label-
ing function is domain–agnostic. In this new setup, each metadata aribute can change
a feature’s probability and behavior, similar to a domain’s effect on feature behavior in
multi–domain learning.

Examples of data for multi–aribute multi–domain learning abound. e commonly
used Amazon product reviews data set (Blitzer et al., 2007) only includes product types,
but the original reviews can be aributed with the reviewer, product price, and so on.
In prior work, the domains on that dataset have been defined based on the Amazon.com
product categorization. While that is a reasonable choice, some of the other metadata
aributes can also be potentially used as domains. e price of a product, for example,
can affect the expectations about it, and therefore influence the language of the reviewer.
A similar effect is possible for the product manufacturer aribute. Even within a given
product category such as books, the genre of the book might affect the language of the
reviews. Additional examples of multi–aribute datasets include restaurant reviews (cui-
sine, location, price, and other such aributes defining domains) (Chahuneau et al., 2012),
congressional floor debate records (political party, speaker, bill defining domains) (Joshi
et al., 2012), and online chat room discussions on cancer support websites (speaker, facil-
itator, room, time defining domains) (Mayfield et al., 2012). We present experiments on
three such datasets, each of which has multiple metadata aributes that can potentially
influence the classification task of interest.

It is difficult to apply multi–domain learning algorithms when it is unclear which
metadata aribute to choose for defining domains. It may be the case that there is a “best”
aribute to use for learning, one that when used in single–aribute multi–domain learn-
ing will yield the best classifier. To find this aribute, one must rely on one’s intuition
about the problem,3 or perform an exhaustive empirical search over all aributes using
some validation set. Both these strategies can be brile, because as the nature of data
changes over time so may the “best” domain distinction. Additionally, single–aribute

2Distributions and functions that share aributes could share parameters.
3Intuition is oen critical for learning and in some cases can help, such as in the Amazon product reviews

data set, where product type clearly corresponds to domain. However, for other data sets the choice is far
less clear.
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multi–domain learning cannot benefit from multiple helpful aributes that may be com-
plementary or compensating toward each other with respect to the differences in feature
behavior corresponding to their different values (DIFF I in § 2.1). For example, when
considering restaurant reviews, while it may be the case that the cuisine of the restaurant
affects the customer expectations (and therefore the language in the reviews) in one way,
its location might further reinforce those expectations, or compensate for them. Con-
cretely, the expectations from a seafood restaurant in the state of Kansas might be very
different compared to the expectations from a seafood restaurant in any of the states
nearer to the coast (such as California or Florida). e laer will likely be judged much
more stringently than the former.

We note here that Eisenstein et al. (2011) worked with a “multifaceted topic model”
using their framework of sparse additive generative (SAGE) models. Also, Wang et al.
(2012) proposed a special–case extension of SAGE to model a collection of historical legal
documents to consider the influence of geographical regions and time, in addition to the
influence of latent topics. Both models capture interactions between topics and multiple
aspects, and can be adapted to the case of multi–aribute multi–domain learning. While
our problem formulation has significant conceptual overlap with the SAGE–like multi-
faceted topic models framework, our proposed methods are motivated from a fast online
learning perspective.

A naive approach for multi–aribute multi–domain learning would be to treat every
unique set of aributes (including unique subsets of aributes to account for the case
of missing aributes in some instances) as a domain.4 However, that introduces an ex-
ponential number of domains and requires a similar increase in training data, clearly an
infeasible requirement. Instead, we develop multi–aribute extensions for two multi–
domain learning algorithms, such that the increase in parameters is linear in the number
of metadata aributes, and no special handling is required for the case where some meta-
data aributes might be missing from an instance.

5.2 Multi–Attribute FEDA (MFEDA)

As discussed in Chapter 2, the key idea behind FEDA (Daumé III, 2007) is to encode each
domain using its own parameters, one per feature. FEDA maps a feature vector 𝐱 in ℝ𝐷

to ℝ𝐷(𝐾+1), where 𝐾 is the number of domains created by a single metadata aribute.
4Note that while we used a similar setup for formulating our problem, we did not rule out the potential

for factoring the distributions.
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is provides a separate parameter sub-space for every domain 𝑘 ∈ 1 … 𝐾 , and also
maintains a domain-agnostic shared sub-space. Essentially, each feature is duplicated for
every instance in the appropriate sub-space of ℝ𝐷(𝐾+1) that corresponds to the instance’s
domain as defined by the value of the metadata aribute used for creating domains.

We extend this idea to multi–aribute multi–domain learning by using one param-
eter sub-space per aribute value. e original instance 𝐱 ∈ ℝ𝐷 is now mapped into
ℝ𝐷(1+∑𝑚 𝐾𝑚), where 𝐾𝑚 represents the distinct set of possible values for the 𝑚-th meta-
data aribute. is leads to a separate parameter sub-space for each aribute value, in
addition to a shared set of parameters as before. In effect, for every metadata aribute
𝑎 ∈ 𝒜𝑖, the original features for an instance are copied into the appropriate sub-space.
is grows linearly with the number of metadata aribute values, as opposed to exponen-
tially in our naive solution. While this is still substantial growth, each instance retains the
same feature sparsity as in the original input space. Furthermore, memory efficiencies can
be aained through feature hashing (Ganchev and Dredze, 2008, Weinberger et al., 2009)
if required. In this new setup, MFEDA allows an instance to contribute towards learning
the shared parameters, and the aribute–specific parameters for all the aributes present
on an instance. Just like multi–domain FEDA, any supervised learning algorithm can be
applied to the transformed representation created by MFEDA.

5.3 Multi–Attribute MDR (MMDR)

We make a similar change to MDR (Dredze et al., 2009) to extend it for the multi–aribute
seing. In the original formulation, Dredze et al. used confidence-weighted (CW) learn-
ing (Dredze et al., 2008) for learning shared and domain–specific classifiers, which are
combined based on the confidence scores associated with the feature weights.

In our multi–aribute setup confidence-weighted (CW) classifiers (overview in § 2.4)
are learned for each of the∑𝑚 𝐾𝑚 aribute values in addition to a shared CW classifier. At
classification time, a combined classifier is computed for every instance. However, instead
of combining the shared classifier and a single domain–specific classifier, we combine the
shared CW classifier and |𝒜𝑖| different domain–specific CW classifiers associated with 𝐱𝑖.

When learning the shared and domain-specific classifiers, we follow the best result in
Dredze et al. (2009) and use the “averaged update” strategy (§7.3 in Dredze et al. (2009);
also, §3.1.3), where updates are computed for the combined classifier, and are then dis-
tributed to the underlying shared and domain–specific classifiers.
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5.3.1 Updating Underlying Classifiers

In §3.1.3 (Chapter 3), we described in detail the different update strategies used by Dredze
et al. (2009). In particular, we discussed the “averaged update” strategy for distribut-
ing the updates for the combined classifier to the underlying shared and domain–specific
classifiers, and its two variants: AVG I, and AVG II. Recall that AVG I distributes the com-
bined classifier updates equally to the underlying classifiers, and AVG II distributes them
inversely proportional to the feature variance, using the 𝐛-weighting scheme in equation
3.7.5 e idea behind AVG II updates is to give a lower portion of the update to the un-
derlying classifier that has higher variance (or less confidence), since its contribution to
the combined classifier is lower.

However, the AVG II updates conflict with the original intuition behind confidence–
weighted classifiers — that features with higher variance (lower confidence) should re-
ceive higher updates; they are more in need of change. erefore, we implemented a
modified update scheme AVG III, where the updates are distributed to the underlying
classifiers such that higher variance features receive larger updates. We refer to this as
MDR-KL-NV for the single–aribute case, and MMDR-KL-NV for the multi–aribute case.
e equation for computing the proportion of the combined updates given to each of the
underlying classifiers in this case is as follows:

𝐛𝑚
𝑗 = 𝝈𝑚

𝑗 (5.1)

us, in AVG III, each of the underlying classifiers receives updates directly propor-
tional to the feature variance, similar to the original confidence–weighted classifier.

We compared AVG III to the AVG II update strategy (called MDR-KL-V and MMDR-

KL-V in our results), and found significant improvements using our modified scheme.
We also compared it with the AVG I update scheme (uniform, or equal updates, denoted
MDR-KL-U and MMDR-KL-U in our results), and found AVG III to be beer overall.

5Note that the 𝐛-weighting scheme was originally introduced for classifier combination, not for updates.
However, as mentioned before, it is applicable for distributing updates in the averaged update seing.
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5.4 Datasets

To evaluate our multi–aribute multi–domain learning algorithms we consider three dif-
ferent datasets. First, we use the restaurant reviews dataset introduced by Chahuneau
et al. (2012). Second, we use the full version of the United States Congressional Floor De-
bates dataset (C) introduced in Chapter 3 (omas et al., 2006). ird, we use an
online chat room discussion dataset from a cancer support forum (Mayfield et al., 2012).
We now describe each of them in detail.

5.4.1 Restaurant Reviews Dataset (WS)

We use two subsets of the restaurant reviews dataset introduced by Chahuneau et al.
(2012). e full dataset consists of 1,180,308 reviews. e classification task is that of
labeling the reviews as either positive or negative. Following the approach of Blitzer et al.
(2007), scores above and below 3-stars indicated positive and negative reviews, while 3-
star reviews were discarded.

e first subset of the restaurant reviews dataset that we use (50K-RND) consists of
a set of randomly chosen 50,000 reviews while the second subset (50K-BAL) is a class–
balanced sample, consisting of 25K positive and 25K negative reviews.

Each restaurant in our dataset can have many metadata aributes, including a unique
identifier, name (whichmay not be unique), address (we extract the zip code), type (Italian,
Chinese, etc.) among others. We select the 20 most common metadata aributes for our
experiments (excluding latitude, longitude, and the average rating).6 Metadata aributes
such as the identifier and the name of the restaurant can influence the language of the
reviews due to the reputation that restaurants build over time. Geographical location
(zip code, neighborhood, city) might influence the language in the reviews because of
variation in language that is commonly observed across different geographical regions
(Chambers and Trudgill, 1998), and even in informal language in social media such as
Twier7 (Eisenstein et al., 2010). Other metadata aributes such as the price range, the
alcohol policy, kid–friendliness, type or category of the restaurant and so on can influence
customer expectations, which in turn can be reflected in the language used in the reviews.

6Our method requires categorical metadata aributes, although real-valued aributes can be discretized.
7http://www.twitter.com/
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5.4.2 Congressional Votes Dataset (C)

We have described this dataset in detail in Chapter 3 (§3.2). We provide a quick summary
here. is dataset consists of transcribed speech segments from the United States Con-
gressional floor debates. e classification task is that of predicting whether a speech seg-
ment expresses support or opposition for the corresponding bill. e metadata aributes
that we use on this dataset are the political party affiliation of the speaker (democrat, in-
dependent, or republican) and the speaker identifier itself. e ideology of the political
party to which a speaker belongs can influence the language used in floor debates over
bills. A similar influence of the speaker’s personal ideology is also possible. Hence both
of these aributes are reasonable candidates for defining domains.

In contrast to our experiments in Chapter 3, we use the full C dataset for our
experiments in the current chapter.

5.4.3 Cancer Chat Dataset (S)

is dataset consists of multi–party online chat discussions among cancer patients. e
discussions are facilitated by a professional therapist. Our dataset consists of a total of
1,459 chat sessions or discussions. e complete set of uerances from a given user in
a given session are concatenated together to create a single input instance. Every user
joining the chat session is expected to log an entry stress level on a scale of 0 to 10. In
general, not all users enter this data, but our dataset only consists of those users who
provided this input. A useful task to consider on this dataset is that of modeling the
stress levels of users over time, with the expectation that the trajectory of stress levels
should decrease over time for participants who find the online support group to be useful.
However, as mentioned before, not all users provide the entry and exit stress levels when
they participate in the sessions. erefore, the classification task that we consider on this
data is that of predicting whether the entry stress level of the user for a given chat session
is above the mean stress level for that user in our dataset. is can be considered as a
first step toward the goal of eventually modeling the stress trajectory per user. In order
to have a robust estimate of the mean stress per user, we only consider users that are a
part of at least 10 sessions in our data. e metadata aributes that we consider for this
dataset include the user identifier (ID), the facilitator identifier, the chat room identifier,
and the month of the year. e user ID is naturally a big factor in identifying the user’s
stress level since it provides strong prior information about the user, based on available
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training data. Also, speaking styles vary across different people, and therefore having a
personal identifier as a domain–defining metadata aribute is useful. e facilitator ID
can similarly influence the language in the chat room discussions, and in turn, also the
uerances from other users in response to the facilitator. e room ID determines the
overall language of the particular support group of which the user is a part. And finally,
the month of the year could influence the external environment of the users, and therefore
their language. For example, it may be the case that the time period around holidays is
more or less stressful for people, depending on their personality.

5.5 Methods

In addition to our multi–aribute algorithms, we evaluate several baselines. All methods
use confidence-weighted (CW) learning (Crammer et al., 2012).

BASE A single classifier trained on all the data, and which ignores metadata aributes
and uses unigram features. For CW, we use the best-performing seing fromDredze et al.
(2008) — the “variance” algorithm, which computes approximate but closed–form updates,
which also lead to faster learning. Parameters are tuned over a validation set within each
training fold.

META Identical to BASE with a unique bias feature added for each aribute value (Joshi
et al., 2012).

1-META is is a special case of META where a unique bias feature is added only for a
single aribute (which is also used for defining domains for single–aributemulti–domain
learning).

To use existing single–aribute multi–domain learning approaches directly, we could
select a single aribute as the domain. We consider several strategies for picking this
aribute and evaluate both FEDA and MDR in this seing.

1-MEAN Choose an aribute randomly. is will give us the expected error over all
aributes if an aribute was chosen at random to define the domains. is can be seen
as an empirical lower bound on the performance of our multi–aribute multi–domain
learning methods.

1-TUNE Select the best performing aribute on a validation set. is is the approach
that would be used in practice if the definition of domains is restricted to using a single
metadata aribute.
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1-ORCL Select the best performing aribute on the test set. While obviously impossible
in practice, this gives the oracle upper bound on single–aribute multi–domain learning.

All our experiments use ten-fold cross-validation. We report the mean accuracy, along
with standard error.

5.6 Results

We report the results for each of the three datasets in two parts. For each dataset, first we
show the full set of results for the case where only a single metadata aribute is used to
define domains. ese are compared to the BASE, META, and 1-META baseline approaches.
Second, we show the results of ourmulti–aributemulti–domain learning techniques, and
compare them to the BASE, and META approaches, and to each of the three strategies for
choosing a single “best” metadata aribute (1-MEAN, 1-TUNE, and 1-ORCL).

We restrict the main results to only using the KL–divergence approach for combining
underlying classifiers in MDR and MMDR. In almost all cases this was a beer approach than
using an 𝐿2 combination. For reference, we have included the full set of results using the
𝐿2 combination in Appendix A (TODO).

5.6.1 WS

Tables 5.1 and 5.2 show the performance of various methods that use only a single meta-
data aribute (except META) for the WS dataset. In particular, it includes the
following single–aribute multi–domain learning algorithms: FEDA, and three variants
of MDR. e key comparison in these result tables is that of the multi–domain learning
approaches with the two baseline approaches: BASE (which does not use any metadata
aributes) and META (which uses all metadata aributes by including them as regular fea-
tures). e 1-META approach is included to demonstrate that no single metadata aribute
(used as a regular feature) outperforms the META baseline.

From both set of results, it is clear that several of the aributes can provide a useful def-
inition of domains for multi–domain learning. Several aributes including , , 
, , and  show a significant improvement over the META base-
line, which is the simplest way to include all possible metadata information in a model.
is suggests that multi–domain learningmethods that can use multiple aributes at once
for defining domains might be desirable.

While many aributes provide significant improvements over BASE, only a few of
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metadata 1-META FEDA MDR-KL-U MDR-KL-V MDR-KL-NV
NONE (BASE) 92.29 (±0.14)
ALL (META) † 92.69 (±0.10)

 † 92.46 (±0.09) † 92.79 (±0.13) † 92.76 (±0.11) 90.98 (±0.17) † 92.64 (±0.16)
AC † 92.42 (±0.12) 92.42 (±0.11) 92.13 (±0.09) 92.02 (±0.15) 91.99 (±0.12)

 92.36 (±0.13) 92.50 (±0.09) † 92.78 (±0.15) 92.25 (±0.15) 92.49 (±0.14)
 † 92.48 (±0.11) 92.47 (±0.10) †‡ 92.99 (±0.12) 91.16 (±0.16) †‡ 93.24 (±0.13)

 † 92.45 (±0.11) 92.53 (±0.09) † 92.76 (±0.13) 91.06 (±0.13) † 92.70 (±0.14)
GFK † 92.41 (±0.11) 92.49 (±0.13) 92.45 (±0.07) 91.14 (±0.17) 92.33 (±0.07)
GFM 92.40 (±0.12) † 92.59 (±0.11) †‡ 92.99 (±0.13) 91.39 (±0.15) †‡ 93.15 (±0.10)

 † 92.52 (±0.12) †‡ 92.87 (±0.12) †‡ 93.05 (±0.13) 91.01 (±0.18) †‡ 93.12 (±0.13)
 † 92.55 (±0.10) †‡ 92.91 (±0.13) †‡ 93.04 (±0.12) 91.10 (±0.17) †‡ 93.19 (±0.12)

 92.42 (±0.11) † 92.65 (±0.13) †‡ 93.02 (±0.13) 91.17 (±0.21) †‡ 93.21 (±0.12)
 92.41 (±0.11) † 92.55 (±0.14) 92.43 (±0.13) 91.40 (±0.16) 92.22 (±0.16)
 92.38 (±0.13) 92.48 (±0.15) 92.21 (±0.14) 91.92 (±0.09) 92.27 (±0.14)

 † 92.50 (±0.08) † 92.63 (±0.10) 92.31 (±0.10) 91.46 (±0.18) 92.28 (±0.11)
GFG 92.40 (±0.10) † 92.53 (±0.15) 92.25 (±0.14) 91.61 (±0.12) 92.20 (±0.16)

PR † 92.43 (±0.10) † 92.62 (±0.11) 92.56 (±0.16) 91.11 (±0.15) † 92.56 (±0.12)
 92.36 (±0.09) † 92.61 (±0.12) † 92.57 (±0.14) 91.08 (±0.19) 92.36 (±0.17)
TS 92.32 (±0.11) † 92.69 (±0.08) 92.36 (±0.12) 91.73 (±0.12) 92.33 (±0.07)

TO 92.38 (±0.12) † 92.58 (±0.12) 92.19 (±0.14) 91.60 (±0.09) 92.10 (±0.12)
 92.42 (±0.10) 92.44 (±0.12) 92.06 (±0.16) 91.83 (±0.12) 92.00 (±0.13)

 92.40 (±0.09) † 92.73 (±0.09) †‡ 92.99 (±0.12) 91.19 (±0.20) †‡ 93.22 (±0.11)

Table 5.1: 50K-RND: Average accuracy (± standard error) when using a single aribute at a time.
Results that are numerically the best within a row are in bold. Results significantly beer than
BASE are marked with †, and beer than META are marked with ‡. Significance is measured using
a two-tailed paired 𝑡-test with 𝛼 = 0.05.

them are informative enough to provide an improvement over the META baseline. Most of
the significant improvements over META are observed for the MDR variants. In particular,
our modification to MDR (MDR-KL-NV) works the best in every single case where a signif-
icant improvement over the META baseline is observed. Comparing across the two tables
(5.1 and 5.2), the improvements due to our new variation of MDR (MDR-KL-NV) are more
consistent than the previous variance–driven version (MDR-KL-V). In particular, the older
variant MDR-KL-V does not significantly outperform META on the 50K-BAL dataset when
using , , , , and  aributes for defining domains.

We next demonstrate multi–aribute improvements over the multi–domain baselines
(Tables 5.3 and 5.4). e tables compare multi–aribute FEDA and multi–aribute MDR
to three possible strategies of choosing a single–best metadata aribute to use with ex-
isting multi–domain learning techniques. Recall that 1-ORCL is an “oracle” baseline that
assumes we know the best single metadata aribute for each test fold in our ten-fold
cross-validation setup. 1-TUNE picks the best metadata aribute to use for every fold
based on a validation set taken from each of the training folds. Finally, 1-MEAN is the
mean expected performance over several experimental runs if we randomly pick one of
the 20 metadata aributes for each test fold. We compute this by simply taking the mean
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metadata 1-META FEDA MDR-KL-U MDR-KL-V MDR-KL-NV
NONE (BASE) 89.95 (±0.10)
ALL (META) † 90.39 (±0.09)

 89.85 (±0.12) † 90.57 (±0.13) † 90.19 (±0.08) 87.44 (±0.23) † 90.21 (±0.14)
AC 89.99 (±0.11) 90.14 (±0.07) 89.12 (±0.16) 88.87 (±0.16) 88.95 (±0.13)

 89.99 (±0.10) 90.16 (±0.08) 89.92 (±0.12) 89.18 (±0.16) 89.85 (±0.16)
 90.09 (±0.11) † 90.50 (±0.11) † 90.60 (±0.11) 87.89 (±0.13) †‡ 91.33 (±0.08)

 89.91 (±0.15) † 90.28 (±0.08) † 90.22 (±0.09) 87.78 (±0.13) † 90.28 (±0.11)
GFK 89.91 (±0.12) † 90.26 (±0.06) 89.74 (±0.09) 88.34 (±0.13) 89.67 (±0.10)
GFM 89.97 (±0.14) † 90.43 (±0.10) †‡ 90.78 (±0.12) 88.24 (±0.13) †‡ 90.84 (±0.10)

 † 90.42 (±0.11) †‡ 90.64 (±0.11) † 90.50 (±0.11) 87.78 (±0.25) †‡ 91.27 (±0.09)
 † 90.28 (±0.13) †‡ 90.63 (±0.08) † 90.58 (±0.10) 87.88 (±0.24) †‡ 91.25 (±0.10)

 90.13 (±0.12) † 90.59 (±0.13) † 90.52 (±0.09) 87.84 (±0.13) †‡ 91.26 (±0.08)
 89.99 (±0.12) 90.13 (±0.09) 89.52 (±0.08) 88.16 (±0.11) 89.40 (±0.12)
 89.94 (±0.11) 90.14 (±0.08) 89.20 (±0.11) 88.78 (±0.15) 89.10 (±0.14)

 89.96 (±0.13) † 90.21 (±0.08) 89.64 (±0.09) 88.39 (±0.10) 89.71 (±0.12)
GFG 90.01 (±0.09) 90.11 (±0.06) 89.36 (±0.09) 88.53 (±0.16) 89.18 (±0.10)

PR 89.93 (±0.11) † 90.42 (±0.05) 90.13 (±0.13) 87.92 (±0.10) 90.04 (±0.17)
 89.90 (±0.13) † 90.27 (±0.14) 89.90 (±0.07) 88.06 (±0.12) 89.91 (±0.10)
TS 89.97 (±0.10) 90.06 (±0.09) 89.47 (±0.11) 88.72 (±0.10) 89.42 (±0.12)

TO 89.98 (±0.12) 90.06 (±0.09) 89.28 (±0.13) 88.73 (±0.11) 89.14 (±0.10)
 89.96 (±0.11) 89.96 (±0.06) 89.19 (±0.10) 88.71 (±0.16) 89.05 (±0.13)

 89.97 (±0.12) † 90.42 (±0.13) † 90.56 (±0.09) 87.78 (±0.16) †‡ 91.30 (±0.10)

Table 5.2: 50K-BAL: Average accuracy (± standard error) when using a single aribute at a time.
Results that are numerically the best within a row are in bold. Results significantly beer than
BASE are marked with †, and beer than META are marked with ‡. Significance is measured using
a two-tailed paired 𝑡-test with 𝛼 = 0.05.

of the results in Tables 5.1 and 5.2, for reporting the 1-MEAN numbers in Tables 5.3 and
5.4 respectively.

Our extensions that can use all metadata aributes simultaneously are consistently
beer than both the 1-MEAN and the 1-TUNE strategies, except for the MMDR-KL-V vari-
ant. e MMDR-KL-V suffers a degradation in performance when using multiple metadata
aributes simultaneously. Our new variant MMDR-KL-NV does not degrade, and in fact,
is the best–performing method for 50K-RND. e best–performing method is MFEDA for
50K-BAL, and MMDR-KL-NV is not significantly different from it.

For the skewed subset 50K-RND, MFEDA is significantly beer than the corresponding
1-TUNE version; MMDR-KL-U is significantly beer than the corresponding 1-TUNE ver-
sion; and MMDR-KL-NV is not significantly different from the corresponding 1-TUNE ver-
sion. For the balanced subset 50K-BAL, a similar paern holds, except that MMDR-KL-NV
is significantly beer than the corresponding 1-TUNEversion. us, our multi–aribute
algorithms provide a benefit over existing approaches in most cases. Also, oen their
performance is beer than or equal to the corresponding 1-ORCL strategy, which (im-
practically) assumes that the “best” single aribute for any test set is known beforehand.

Although MMDR-KL-NV is not significantly beer than the corresponding 1-TUNE
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#attributes MFEDA MMDR-KL-U MMDR-KL-V MMDR-KL-NV
NONE (BASE) 92.29 (±0.14)
ALL (META) † 92.69 (±0.10)

ALL †‡ 93.07 (±0.19) †‡ 93.12 (±0.11) 87.08 (±1.72) †‡ 93.19 (±0.12)
1-ORCL †‡ 93.06 (±0.11) †‡ 93.17 (±0.11) 92.37 (±0.11) †‡ 93.39 (±0.12)
1-TUNE † 92.64 (±0.12) † 92.81 (±0.16) 92.15 (±0.17) †‡ 93.07 (±0.14)
1-MEAN † 92.61 (±0.09) † 92.59 (±0.10) 91.41 (±0.12) † 92.58 (±0.10)

Table 5.3: 50K-RND: Average accuracy (± standard error) using 10-fold cross-validation for meth-
ods that use all aributes, either directly (our proposed methods) or for selecting the “best” single
aribute using one of the strategies described earlier. Formaing and significance symbols are the
same as in Table 5.1.

#attributes MFEDA MMDR-KL-U MMDR-KL-V MMDR-KL-NV
NONE (BASE) 89.95 (±0.10)
ALL (META) † 90.39 (±0.09)

ALL †‡ 91.42 (±0.09) †‡ 91.06 (±0.04) 81.43 (±2.79) †‡ 91.40 (±0.08)
1-ORCL †‡ 90.89 (±0.10) †‡ 90.87 (±0.11) 89.33 (±0.13) †‡ 91.45 (±0.07)
1-TUNE † 90.33 (±0.10) †‡ 90.70 (±0.14) 89.13 (±0.16) †‡ 91.26 (±0.08)
1-MEAN † 90.30 (±0.06) 89.92 (±0.07) 88.25 (±0.07) 90.06 (±0.08)

Table 5.4: 50K-BAL: Average accuracy (± standard error) using 10-fold cross-validation for meth-
ods that use all aributes, either directly (our proposed methods) or for selecting the “best” single
aribute using one of the strategies described earlier. Formaing and significance symbols are the
same as in Table 5.1.

strategy on the 50K-RND set, we found that for every single fold in our ten–fold cross–
validation experiments, the “best” single metadata aribute decided using a validation set
did not match the best–performing single metadata aribute on the corresponding test
set. is shows the potential instability of choosing a single best aribute, even using
a validation set. Note also that MMDR-KL-NV is a variant that we have proposed in the
current work, and in fact for the earlier variant of MDR (MMDR-KL-U, which uniformly
distributes updates to underlying classifiers), as well as for MFEDA, we do see significant
improvements when using all metadata aributes.

5.6.2 C

Table 5.5 shows the results of single–aribute multi–domain learning methods for the
C dataset. e first observation to be made on this dataset is that neither the
P, nor the S aribute, when used by themselves as domains for multi–domain
learning, achieve significant improvement over the META baseline, which uses both these
aributes as features. is is in contrast with the results on the WS dataset,
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metadata 1-META FEDA MDR-KL-U MDR-KL-V MDR-KL-NV
NONE (BASE) 67.08 (±1.74)
ALL (META) † 82.60 (±1.95)

P † 78.81 (±1.47) † 84.19 (±2.44) † 83.23 (±2.48) † 81.38 (±2.22) † 83.92 (±2.31)
S † 77.49 (±1.75) † 82.88 (±2.43) † 78.32 (±1.91) 62.43 (±2.20) † 72.26 (±1.37)

Table 5.5: C: Average accuracy (± standard error) when using a single aribute at a time.
Results that are numerically the best within a row are in bold. Results significantly beer than
BASE are marked with †, and beer than META are marked with ‡. Significance is measured using
a two-tailed paired 𝑡-test with 𝛼 = 0.05.

#attributes MFEDA MMDR-KL-U MMDR-KL-V MMDR-KL-NV
NONE (BASE) 67.08 (±1.74)
ALL (META) † 82.60 (±1.95)

ALL †‡ 85.71 (±2.74) † 84.12 (±2.56) 50.44 (±1.78) †‡ 86.19 (±2.49)
1-ORCL † 84.77 (±2.47) † 83.88 (±2.27) † 81.38 (±2.22) † 83.92 (±2.31)
1-TUNE † 84.19 (±2.44) † 83.23 (±2.48) † 81.38 (±2.22) † 83.92 (±2.31)
1-MEAN † 83.53 (±2.40) † 80.77 (±1.92) † 71.91 (±1.82) † 78.09 (±1.69)

Table 5.6: C: Average accuracy (± standard error) using 10-fold cross-validation for meth-
ods that use all aributes, either directly (our proposed methods) or for selecting the “best” single
aribute using one of the strategies described earlier. Formaing and significance symbols are the
same as in Table 5.5.

where some aributes by themselves showed an improvement over the META baseline.
us, this dataset represents a more challenging setup for our multi–aribute multi–
domain learning methods — they need to exploit the two relatively weaker aributes
simultaneously.

Confirming the trend reported in Joshi et al. (2012), the P aribute is more ben-
eficial for defining domains in a single–aribute multi–domain learning setup. e best
results are observed using the FEDA approach for both aributes. MDR-KL-NV is not sig-
nificantly different from FEDA for the P aribute, but significantly worse for the
S aribute.

Similar to the trend seen on the WS dataset, MDR-KL-NV is beer than its
older variant MDR-KL-V. It is however not beer than MDR-KL-U for the S at-
tribute. In general, the MDR variants do not perform very well with the S aribute.
One hypothesis to explain this trend could be that the number of distinct domain val-
ues for the S aribute is fairly large (378), and therefore noisy as compared to the
number of distinct domain values for the P aribute (3). However, that hypothesis
breaks down on aributes such as  and  on the WS dataset, where the
MDR variants perform well.

Table 5.6 shows the results of our multi–aribute multi–domain learning methods,
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comparing them to the three baseline strategies for choosing a single “best” aribute for
defining domains. As mentioned earlier, this dataset is a challenging seing for our meth-
ods due to the fact that no single aribute is strong enough to yield improvements over
the META baseline. In this seing, both MFEDA and MMDR-KL-NV achieve a significant
improvement over the META baseline, with MMDR-KL-NV being the best (though not sig-
nificantly beer than MFEDA). Additionally, both of them are significantly beer than
their corresponding 1-TUNE strategies. is result further supports our claim that using
multiple aributes in combination for defining domains (even when any single one of
them is not particularly beneficial for multi–domain learning) is important.

5.6.3 S

Table 5.7 shows the results of the single–aribute multi–domain learning methods on the
S dataset. is dataset has a different characteristic from the other two — a single
aribute (UI) is in fact the best way for defining domains, as none of the other at-
tributes (FI, RI, or M) provide any value as domains — they do not improve
performance even over the BASE approach which ignores domains. us, this is a chal-
lenging seing for multi–aribute multi–domain learning in a different way — there are
many irrelevant aributes which will be used for defining domains. is tests the noise
tolerance of our methods.

Among the single–aribute multi–domain learning methods that use the UI at-
tribute to define domains, FEDA gives the best result. Two variants of MDR (MDR-KL-U
and MDR-KL-NV) also perform significantly beer than both BASE and META. However,
they are significantly worse than FEDA.

Table 5.8 shows the results of our proposed multi–aribute multi–domain learning
methods, comparing them to the three strategies of picking a single “best” aribute for
defining domains. Again, both MFEDA and MMDR-KL-NV significantly improve perfor-
mance over BASE, and META approaches, MFEDA being numerically beer. MFEDA is not
significantly beer than its corresponding 1-TUNE strategy. MMDR-KL-NV is marginally
significantly beer (𝑝 < 0.10) as compared to its corresponding 1-TUNE strategy. How-
ever, the 1-TUNE accuracy using MDR-KL-NV is lower than the 1-TUNE accuracy using
FEDA to begin with. e key positive result on this dataset is that despite having sev-
eral irrelevant aributes that are used to define domains, and only a single good aribute
(UI), the multi–aribute multi–domain learning methods still improve performance,
though not significantly over the 1-TUNE strategy. is demonstrates the noise tolerance
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metadata 1-META FEDA MDR-KL-U MDR-KL-V MDR-KL-NV
NONE (BASE) 63.44 (±0.58)
ALL (META) 63.61 (±0.62)

UI 63.14 (±0.53) †‡ 68.39 (±0.59) †‡ 65.56 (±0.60) 61.57 (±0.43) †‡ 66.75 (±0.40)
FI 63.02 (±0.57) 63.78 (±0.50) 62.97 (±0.68) 59.31 (±1.86) 63.37 (±0.76)

RI 63.06 (±0.48) 64.39 (±0.43) 63.41 (±0.77) 61.29 (±0.66) 64.53 (±0.56)
M 63.81 (±0.58) 62.13 (±0.69) 63.33 (±0.43) 60.62 (±1.43) 63.30 (±0.68)

Table 5.7: S: Average accuracy (± standard error) when using a single aribute at a time.
Results that are numerically the best within a row are in bold. Results significantly beer than
BASE are marked with †, and beer than META are marked with ‡. Significance is measured using
a two-tailed paired 𝑡-test with 𝛼 = 0.05.

#attributes MFEDA MMDR-KL-U MMDR-KL-V MMDR-KL-NV
NONE (BASE) 63.44 (±0.58)
ALL (META) 63.61 (±0.62)

ALL †‡ 68.17 (±0.68) 65.26 (±0.74) 54.82 (±0.92) †‡ 67.36 (±0.70)
1-ORCL †‡ 68.47 (±0.58) †‡ 65.60 (±0.60) 62.77 (±0.50) †‡ 66.75 (±0.40)
1-TUNE †‡ 67.28 (±1.06) † 65.01 (±0.43) 60.03 (±1.39) †‡ 66.40 (±0.43)
1-MEAN 64.67 (±0.39) 63.81 (±0.56) 60.69 (±0.91) 64.49 (±0.52)

Table 5.8: S: Average accuracy (± standard error) using 10-fold cross-validation for methods
that use all aributes, either directly (our proposed methods) or for selecting the “best” single
aribute using one of the strategies described earlier. Formaing and significance symbols are the
same as in Table 5.7.

of our proposed multi–aribute extensions.

5.6.4 Computation Time

Table 5.9 shows the total training andmodel–tuning time (inminutes) for the keymethods
used in our experiments. ese experiments were run on a cluster consisting of 8–core
processors, each processor having a 32GB RAM. Larger memory is required for the FEDA
and MDR variants, since they work with a much larger parameter space than the BASE or
META approaches.

As seen from the table, in almost all cases the multi–aribute multi–domain learning
techniques take less time than the corresponding 1-TUNE strategy, which has to evaluate
every metadata aribute on some validation set. e times for the 1-TUNE versions in
the table are actually optimistic estimates since they do not include the time to re–train a
model using the selected single “best” aribute. We do realize that the 1-TUNE strategy is
“embarrassingly parallel” in the number of metadata aributes.8 We are however report-
ing the combined computation time in Table 5.9, and not the experimental turnaround

8It is also possible to parallelize the MMDR variants in similar ways, although some parts of the algorithm
cannot be parallelized.
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Method WS C S
50K-RND 50K-BAL

BASE 1.67 1.61 0.25 1.08
META 1.98 1.93 0.25 1.11

1-TUNE-FEDA 70.98 65.00 0.92 10.13
MFEDA 87.26 81.22 0.76 9.62

1-TUNE-MDR-KL-NV 1315.02 1234.78 13.70 124.82
MMDR-KL-NV 673.98 591.85 10.03 65.10

Table 5.9: Total training and model–tuning time (in minutes) for different multi–domain learning
methods, on each of the three datasets (WS, C, and S).

time in a parallelized seing.
e exception to the paern of multi–aribute methods being faster are the timing

numbers on the WS dataset for the MFEDA approach. e large number of meta-
data aributes seems to be the key factor in reducing MFEDA’s efficiency in that case.
However, the time difference is not very large, and certainly worth the effort since MFEDA
is always beer than 1-TUNE-FEDA.

It should be noted, however, that the timing for FEDA does not include the time re-
quired to replicate the features for a given instance in the appropriate feature sub–space(s).
e feature replication was done as a preprocessing step. However, in practice, to avoid
this preprocessing step, the feature replication could be done “on the fly” in relatively
negligible time.

us, in general, the multi–aribute multi–domain learning variants that we propose
are not only beer in terms of accuracy, but also provide a computational benefit as com-
pared to the 1-TUNE strategy.

5.7 Summary

is chapter introduced the problem of multi–aribute multi–domain learning. e prob-
lem arises when datasets contain multiple metadata aributes, each of which is a reason-
able candidate for defining domains for multi–domain learning. Using existing multi–
domain learning techniques with such datasets requires that a single “best” aribute be
chosen for defining domains. is may not be ideal, since the classification task of interest
might in fact bemeaningfully influenced bymultiple aributes. We therefore proposed ex-
tensions to two existing multi–domain learning techniques to handle this scenario where
an instance belongs to multiple domains simultaneously. Using our proposed methods,
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the definition of domains does not have to be restricted to a single metadata aribute.
We compared our methods to traditional multi–domain learning methods that are

tuned to use a single “best” aribute based on a validation set (the 1-TUNE strategy). Our
methods achieve beer performance on three different datasets (WS, C,
and S) that contain multiple domain–defining aributes. Additionally, we demon-
strated that our methods are noise–tolerant, and therefore not influenced by the presence
of irrelevant domain aributes. Finally, they are also computationally faster in terms of
the total training and model–tuning time required as compared to the 1-TUNE strategy.
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A core assumption of many machine learning approaches — that data points are indepen-
dent and identically distributed — has been challenged in recent years. One of the ways
this assumption is violated in practice is that training data points are oen not identically
distributed. is thesis makes contributions toward addressing such scenarios, where data
points in the training data can be grouped together to form subgroups, which are called
domains.

Several advances have been made in recent years to address this problem, variously
called multi–domain learning, multi–task learning, or domain adaptation, depending on
the specific scenario being addressed. In this thesis we focus on the multi–domain learn-
ing scenario where the training data points belong to several domains, and the test data
points are also drawn from the same set of domains which are known at training time.
An example of a task where this scenario manifests is classification of user reviews as
positive or negative, where the reviews belong to a fixed set of product categories
which serve as domains (Dredze and Crammer, 2008).

We consider the critical question of how domains are defined for a given dataset, and
the influence that the defined domains and their properties have on the performance of
multi–domain learning methods.

We will first summarize the main contributions of this thesis, and then suggest some
open research questions that can further advance the work presented in this thesis.

6.1 Contributions

is section summarizes the main ideas and results presented in this thesis, and ties them
to the key contributions of this thesis.
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6.1.1 Empirical Analysis

While much prior research has been done on newmethods for multi–domain learning, the
question of what defines “domains” for a dataset (especially in empirical experimentation
that evaluates the proposed multi–domain learning methods) has not been systematically
addressed.

Toward establishing the importance of defining the right domains, this thesis first
presented a systematic empirical analysis (Chapter 3, and also Joshi et al. (2012)) of some
of the representative multi–domain learning approaches from prior work. An important
goal of the empirical analysis was to understand if the multi–domain learning methods
do indeed capitalize on the domain information in meaningful ways. Two main questions
were explored.

First, a number of existing multi–domain learning methods involve a classifier com-
bination, an idea that is at the core of many ensemble learning methods. us, connect-
ing this aspect to the question of domain definitions, we explored the effect of randomly
defining domains for multi–domain learning methods. With randomized domains, multi–
domain learning methods are turned into variants of ensemble learning. In such situa-
tions, we found that it is still possible to get an improvement frommulti–domain learning
methods, even though the domain information is largely erroneous. is showed that
part of the improvements due to multi–domain learning can be aributed to an ensemble
learning effect.

Second, we evaluated multi–domain learning on class–imbalanced datasets — a typ-
ical scenario in real–world use of machine learning. We found that if there are strong
domain–specific class biases, that is, if data points from a given domain exhibit a different
class distribution as compared to other domains, then multi–domain learning largely cap-
italized on that aspect. Moreover, a simple method to capture such domain–specific class
biases oen gives significant improvements. Furthermore, the ensemble learning effect
becomes more prominent in the presence of domain–specific class biases.

Both these findings have important methodological consequences for the evaluation
of multi–domain learning approaches. e suggested evaluation methodology is one of
the key contributions of this thesis. e ensemble learning result provides a method to
evaluate whether the effect of the defined domains is significant beyond a mere combina-
tion of different classifiers trained on subsets of the training data. e experiments related
to domain–specific class bias provide a simple baseline to be used when deploying multi–
domain learning systems in real–world situations where class imbalance across domains
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is common.

6.1.2 Feature Representation for Multi–Domain Learning

While there has been some prior work showing the importance of appropriate feature
representation for domain adaptation (Ben-David et al., 2007), in this thesis we show for
the first time that it is possible to design a feature representation that generalizes across
several domains, even if the domains can be defined in more than one way.

In Chapter 4 (also Joshi and Rosé (2009)), we proposed a novel feature representation
in the form of a generalization of syntactic dependency features. By backing off the head
word in a syntactic dependency to its part–of–speech tag, we showed that one can obtain
“composite” features. e composite features retain some lexical specificity, but also al-
low for generalization across products and product types on the task of opinion mining
(identifying opinionated sentences) on product reviews.

Furthermore, we also performed a systematic analysis to show that the generalization
ability of our proposed features indeed capitalizes on the presence of multiple domains in
training data — the key element in multi–domain learning.

is finding is another key contribution of this thesis, as it suggests a potentially com-
plementary approach to multi–domain learning, which can be combined with some of the
algorithmic approaches proposed in prior and current work.

6.1.3 Multi–Attribute Multi–Domain Learning

All of the multi–domain learning research in the past relies on a definition of domains that
partitions the training set in a unique way. In practice, this oen means using a single
metadata aribute to define domains. However, there are many cases where multiple
metadata aributes are reasonable candidates for defining domains. In such cases, it is not
clear which single aribute to use for deciding the domains. Also, more importantly, it is
possible that many metadata aributes simultaneously influence the problem of interest.
In such cases, choosing only one of them to define domains might lead to sub–optimal
performance.

With this scenario inmind, we proposed the paradigmofmulti–aributemulti–domain
learning (Chapter 5, and also Joshi et al. (2013)). An instance in multi–domain learning
belongs to only one domain. In our new paradigm, an instance can belong to multiple
domains simultaneously, corresponding to all the domain–defining metadata aributes
associated with the instance. A naive way of translating this scenario into the regular
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multi–domain learning setup is to consider every possible combination of the domain–
defining metadata aributes as a domain by itself. However, this leads to an exponential
number of domains, and sparsity issues for learning domain–specific parameters.

Instead, we proposed extensions of two well–known multi–domain learning tech-
niques (Daumé III, 2007, Dredze and Crammer, 2008) such that the increase in the number
of parameters is only linear in the number of domain–defining metadata aributes. We
showed that our extensions can handle several kinds of multi–aribute domains in differ-
ent datasets. ey performwell in cases where there are multiple strong domain–defining
aributes (WS dataset), multiple weak domain–defining aributes (C
dataset), and one strong andmultiple irrelevant domain–defining aributes (S dataset).
We also showed that our methods are more accurate, as well as computationally more ef-
ficient than a strategy that forces the choice of a single “best” definition of domains via
tuning on some validation set.

e paradigm of multi–aribute multi–domain learning is another significant contri-
bution of this thesis. e extensions of two existing multi–domain learning techniques in
this paradigm provide the current state–of–the–art results in this seing.

6.2 Future Work

While this thesis has made significant contributions toward understanding the various
facets of domain definitions for multi–domain learning, there are many other open chal-
lenging questions that still remain. We now suggest possible future directions for pursu-
ing those open questions.

6.2.1 Connections to Ensemble Learning

We showed empirically that certain multi–domain learning methods have a flavor of en-
semble learning, by virtue of the classifier combination techniques that they use. While
there has been some theoretical analysis of learning from multiple domains (Ben-David
et al., 2009, Mansour et al., 2009), our results suggest that a theoretical analysis of the con-
nections between multi–domain learning and ensemble learning can be useful for further
progress in terms of understanding the definition of domains.
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6.2.2 Unsupervised Learning of Bias

Another result from this thesis is that domain–specific class biases significantly influence
multi–domain learning. An interesting question therefore is whether such biases can be
learned for new domains based on only unlabeled data? is is related to the problem of
detecting a shi in class bias for test data (Smith and Elkan, 2007). However, the difference
is that the training data points themselves are divided into domains that have a varying
class bias.

6.2.3 Feature Representation

e problem–driven feature representation approach presented in this thesis was evalu-
ated in isolation from any of themulti–domain learning algorithms. us, a natural exten-
sion is to verify if the feature representation and algorithmic techniques are complemen-
tary to each another and have a greater combined benefit. A more interesting question,
however, is whether it is possible to automatically discover the appropriate feature rep-
resentation for a problem, given the full set of raw features and domain definitions. is
is especially important for large–scale machine learning where the raw features might be
several million or higher in number, and therefore, exploring the more promising subset
of combinations of feature–domain pairs efficiently is critical.

6.2.4 Discovering Domains

In the presence of multiple metadata aributes that can serve the purpose of defining
domains, one option is to learn a mapping from the metadata aributes to a unique set
of domains, which can be used with traditional multi–domain learning methods. is
can either be done as a separate preprocessing stage, or it could be combined as a joint
task while simultaneously learning domain–specific behaviors. is idea is appealing
for large–scale datasets, since the number of unique values for the full set of metadata
aributes can become prey large. Similar to the technique used by Dredze et al. (2009,
pp. 141–144) for clustering a large number of domains, a set of domains can be discovered
based on multiple metadata aributes, instead of clustering based on a single metadata
aribute as in their case. Another potential approach to consider for this problem is that
of logistic model trees (Landwehr et al., 2005), where the idea would be to learn a decision
tree over the metadata aributes such that the leaves represent the learned domains, each
of which has a domain–specific classifier (which uses features other than the metadata
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features) that is learned simultaneously while learning the tree.
In the absence of any metadata aributes that can serve as domains, it is still possible

to consider the problem of discovering domains. Although not presented in the context
of multi–domain learning or domain adaptation, the work on latent class analysis for
classification (Vermunt and Magidson, 2003) is very relevant for this scenario. However,
a key question to address when discovering domains using latent class analysis is again
that of their definition and desired properties. For example, Hoffman et al. (2012) use
a constrained clustering approach to discover latent domains in image data. Using an
iterative algorithm, they first discover local domain clusters within each class (semantic
category of the image), and then merge the local clusters to create global domain clusters
such that only one local domain cluster from each class is allowed to be a part of a given
global domain cluster. is strategy forces the discovered domain clusters to be distinct
from the classes. However, depending on the amount of data available, it may not be
desirable to perform a local clustering step within each class. us, alternative ways of
enforcing constraints on the discovered latent domains are worth exploring.
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A | Additional Multi–Attribute
Multi–Domain Learning Results

For completeness, we have included in this chapter the results of the different MDR-L2
and MMDR-L2 variants on the three datasets (WS, C, and S). In
almost all cases, the improvements are not significant over theBASE and META approaches.
Details for each dataset are included in the three sections below.

A.1 WS
Tables A.1 and A.2 show the results of using the MDR-L2 and MMDR-L2 variants respec-
tively for the 50K-RND dataset. Almost none of the results here are significantly beer
than the BASE approach. None are significantly beer than the META baseline. A com-
parison to the corresponding main result tables 5.1 and 5.3 shows consistently lower per-
formance by MDR-L2 and MMDR-L2 variants as compared to the MDR-KL and MMDR-KL
variants.

Tables A.3 andA.4 show the results of using the MDR-L2 and MMDR-L2 variants respec-
tively for the 50K-BAL dataset. e trends are similar to the ones seen on the 50K-RND
version of the WS dataset.

A.2 C
Tables A.5 and A.6 show the results of the MDR-L2 and MMDR-L2 variants respectively on
the C dataset. While a number of seings achieve improvement over the BASE
approach, none of them improves over the META baseline. All the MDR-L2 and MMDR-L2
variants, except MDR-L2-NV in Table A.5 for the S aribute, are worse than the
corresponding MDR-KL and MMDR-KL variants.
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metadata MDR-L2-U MDR-L2-V MDR-L2-NV
NONE (BASE) 92.29 (±0.14)
ALL (META) † 92.69 (±0.10)

 91.23 (±0.19) 73.25 (±3.24) 90.99 (±0.24)
AC 90.69 (±0.15) 90.07 (±0.34) 90.85 (±0.13)

 90.85 (±0.17) 88.22 (±0.63) 90.79 (±0.11)
 91.48 (±0.15) 62.76 (±2.88) 92.37 (±0.09)

 91.32 (±0.16) 66.46 (±0.67) 91.27 (±0.14)
GFK 90.88 (±0.16) 83.55 (±2.51) 91.00 (±0.14)
GFM 91.20 (±0.13) 66.74 (±0.58) 91.26 (±0.16)

 92.01 (±0.15) 66.65 (±0.80) 90.56 (±0.28)
 91.85 (±0.16) 65.64 (±0.90) 90.89 (±0.29)

 92.25 (±0.13) 63.78 (±2.37) † 92.63 (±0.14)
 91.02 (±0.13) 85.19 (±2.30) 90.88 (±0.17)
 90.76 (±0.14) 88.99 (±0.35) 90.45 (±0.21)

 90.77 (±0.22) 88.57 (±0.47) 90.70 (±0.26)
GFG 91.05 (±0.17) 85.85 (±2.21) 90.87 (±0.18)

PR 91.15 (±0.16) 73.34 (±2.89) 91.21 (±0.19)
 90.89 (±0.14) 79.25 (±3.50) 91.02 (±0.17)
TS 90.94 (±0.13) 88.13 (±0.41) 90.91 (±0.16)

TO 90.62 (±0.19) 88.31 (±0.39) 90.35 (±0.37)
 90.80 (±0.15) 86.79 (±2.14) 90.78 (±0.16)

 92.11 (±0.14) 63.43 (±2.69) 92.56 (±0.12)

Table A.1: 50K-RND: Average accuracy (± standard error) for MDR-L2 variants when using a single
aribute at a time. Results that are numerically the best within a row are in bold. Results signifi-
cantly beer than BASE are marked with †, and beer than META are marked with ‡. Significance
is measured using a two-tailed paired 𝑡-test with 𝛼 = 0.05.

A.3 S
Tables A.7 and A.8 show the results of the MDR-L2 and MMDR-L2 variants respectively on
the S dataset. Again, almost none of the variants improve over the BASE or the META
approaches. Although MMDR-L2-NV is significantly beer than both BASE and META for
the 1-ORCL seing, it is not beer than the best numbers in the main results reported in
Tables 5.7 and 5.8, and is also a practically infeasible scenario (knowing the best single
metadata aribute for the test set).
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A.3. S A. Additional MAMD Results

#attributes MMDR-L2-U MMDR-L2-V MMDR-L2-NV
BASE 92.29 (±0.14)
META † 92.69 (±0.10)
ALL 84.55 (±0.38) 63.08 (±4.54) 61.59 (±0.28)

1-ORCL 92.41 (±0.11) 90.34 (±0.34) † 92.71 (±0.12)
1-TUNE 91.92 (±0.19) 84.52 (±2.85) † 92.63 (±0.12)
1-MEAN 91.19 (±0.11) 77.75 (±0.58) 91.12 (±0.11)

Table A.2: 50K-RND: Average accuracy (± standard error) using 10-fold cross-validation for MMDR-
L2 variants that use all aributes, either directly (our proposed methods) or for selecting the “best”
single aribute using one of the strategies described earlier. Formaing and significance symbols
are the same as in Table A.1.

metadata MDR-L2-U MDR-L2-V MDR-L2-NV
NONE (BASE) 89.95 (±0.10)
ALL (META) † 90.39 (±0.09)

 88.19 (±0.17) 56.60 (±0.43) 88.24 (±0.18)
AC 87.40 (±0.18) 85.72 (±0.22) 87.15 (±0.27)

 87.21 (±0.27) 82.00 (±2.86) 87.30 (±0.20)
 88.94 (±0.18) 52.21 (±0.24) 89.95 (±0.11)

 88.53 (±0.08) 56.15 (±0.80) 88.32 (±0.14)
GFK 87.77 (±0.12) 74.13 (±4.13) 87.87 (±0.10)
GFM 88.48 (±0.17) 54.72 (±0.90) 88.64 (±0.09)

 88.92 (±0.16) 54.05 (±0.40) † 90.28 (±0.12)
 88.87 (±0.25) 55.53 (±0.47) † 90.36 (±0.12)

 89.18 (±0.14) 52.99 (±0.30) † 90.27 (±0.14)
 87.84 (±0.14) 80.30 (±2.70) 87.72 (±0.16)
 87.69 (±0.15) 85.09 (±0.25) 87.25 (±0.24)

 87.80 (±0.15) 80.41 (±2.66) 87.73 (±0.08)
GFG 87.60 (±0.23) 83.61 (±0.45) 86.99 (±0.34)

PR 88.07 (±0.14) 59.48 (±2.54) 88.09 (±0.13)
 87.84 (±0.16) 75.98 (±3.69) 87.67 (±0.13)
TS 87.74 (±0.21) 83.82 (±0.30) 87.57 (±0.12)

TO 87.63 (±0.19) 84.59 (±0.29) 87.43 (±0.17)
 87.59 (±0.18) 85.04 (±0.19) 87.37 (±0.21)

 89.23 (±0.14) 54.01 (±0.42) † 90.41 (±0.15)

Table A.3: 50K-BAL: Average accuracy (± standard error) for MDR-L2 variants when using a single
aribute at a time. Results that are numerically the best within a row are in bold. Results signifi-
cantly beer than BASE are marked with †, and beer than META are marked with ‡. Significance
is measured using a two-tailed paired 𝑡-test with 𝛼 = 0.05.
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#attributes MMDR-L2-U MMDR-L2-V MMDR-L2-NV
NONE (BASE) 89.95 (±0.10)
ALL (META) † 90.39 (±0.09)

ALL 81.23 (±0.66) 50.07 (±0.08) 56.77 (±0.17)
1-ORCL 89.44 (±0.13) 86.13 (±0.15) † 90.57 (±0.13)
1-TUNE 89.07 (±0.10) 85.14 (±0.35) † 90.31 (±0.13)
1-MEAN 88.13 (±0.08) 69.82 (±0.45) 88.33 (±0.07)

Table A.4: 50K-BAL: Average accuracy (± standard error) using 10-fold cross-validation for MMDR-
L2 variants that use all aributes, either directly (our proposed methods) or for selecting the “best”
single aribute using one of the strategies described earlier. Formaing and significance symbols
are the same as in Table A.3.

metadata MDR-L2-U MDR-L2-V MDR-L2-NV
NONE (BASE) 67.08 (±1.74)
ALL (META) † 82.60 (±1.95)

P † 75.61 (±2.79) 59.17 (±2.79) † 75.14 (±2.10)
S † 78.30 (±1.59) 54.59 (±0.62) † 80.39 (±2.01)

Table A.5: C: Average accuracy (± standard error) for MDR-L2 variants when using a single
aribute at a time. Results that are numerically the best within a row are in bold. Results signifi-
cantly beer than BASE are marked with †, and beer than META are marked with ‡. Significance
is measured using a two-tailed paired 𝑡-test with 𝛼 = 0.05.

#attributes MDR-L2-U MDR-L2-V MDR-L2-NV
NONE (BASE) 67.08 (±1.74)
ALL (META) † 82.60 (±1.95)

ALL † 78.49 (±2.33) 49.56 (±3.56) 68.22 (±2.17)
1-ORCL † 79.77 (±1.93) 61.31 (±1.15) † 80.60 (±1.98)
1-TUNE † 77.83 (±1.73) 58.26 (±2.87) † 77.43 (±2.17)
1-MEAN † 76.95 (±2.09) 56.88 (±1.26) † 77.77 (±1.93)

Table A.6: C: Average accuracy (± standard error) using 10-fold cross-validation forMMDR-
L2 variants that use all aributes, either directly (our proposed methods) or for selecting the “best”
single aribute using one of the strategies described earlier. Formaing and significance symbols
are the same as in Table A.5.
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A.3. S A. Additional MAMD Results

metadata MDR-L2-U MDR-L2-V MDR-L2-NV
NONE (BASE) 63.44 (±0.58)
ALL (META) 63.61 (±0.62)

UI 59.53 (±1.60) 54.84 (±0.74) † 65.65 (±0.64)
FI 60.40 (±0.53) 57.72 (±1.28) 60.79 (±1.24)

RI 60.29 (±1.13) 53.98 (±0.93) 61.89 (±0.71)
M 59.51 (±0.93) 54.17 (±0.86) 61.01 (±0.46)

Table A.7: S: Average accuracy (± standard error) for MDR-L2 variants when using a single
aribute at a time. Results that are numerically the best within a row are in bold. Results signifi-
cantly beer than BASE are marked with †, and beer than META are marked with ‡. Significance
is measured using a two-tailed paired 𝑡-test with 𝛼 = 0.05.

#attributes MDR-L2-U MDR-L2-V MDR-L2-NV
NONE (BASE) 63.44 (±0.58)
ALL (META) 63.61 (±0.62)

ALL 56.85 (±0.77) 52.31 (±0.75) 58.56 (±0.51)
1-ORCL 63.17 (±0.85) 58.56 (±1.07) †‡ 65.77 (±0.60)
1-TUNE 60.20 (±1.48) 54.42 (±1.28) 65.09 (±0.74)
1-MEAN 59.93 (±0.65) 55.18 (±0.70) 62.33 (±0.56)

Table A.8: S: Average accuracy (± standard error) using 10-fold cross-validation for MMDR-
L2 variants that use all aributes, either directly (our proposed methods) or for selecting the “best”
single aribute using one of the strategies described earlier. Formaing and significance symbols
are the same as in Table A.7.
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Hal Daumé III. Frustratingly Easy Domain Adaptation. In Proceedings of the 45th Annual
Meeting of the Association of Computational Linguistics, pages 256–263. Association for
Computational Linguistics, 2007. 11, 13, 15, 27, 68, 70, 88
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Hal Daumé III and Daniel Marcu. Domain adaptation for statistical classifiers. J. Artif. Int.
Res., 26(1):101–126, 2006. 9, 11, 13

Kushal Dave, Steve Lawrence, and David Pennock. Mining the Peanut Gallery: Opinion
Extraction and Semantic Classification of Product Reviews. In Proceedings of WWW
2003, 2003. 54

Marie-Catherine de Marneffe, Bill Maccartney, and Christopher Manning. Generating
Typed Dependency Parses from Phrase Structure Parses. In Proceedings of LREC 2006,
2006. 55

omas G. Dieerich. An experimental comparison of three methods for constructing
ensembles of decision trees: Bagging, boosting, and randomization. Machine Learn-
ing, 40:139–157, 2000. ISSN 0885-6125. URL http://dx.doi.org/10.1023/A:

1007607513941. 37

Xiaowen Ding, Bing Liu, and Philip S. Yu. A holistic lexicon-based appraoch to opinion
mining. In Proceedings of First ACM International Conference on Web Search and Data
Mining (WSDM-2008), 2008. 59

Mark Dredze. Intelligent Email: Aiding Users with AI. PhD thesis, University of Pennsyl-
vania, 2009. 51

Mark Dredze and Koby Crammer. Online methods for multi-domain learning and adapta-
tion. Proceedings of the Conference on Empirical Methods in Natural Language Processing
- EMNLP ’08, 2008. 2, 3, 9, 12, 17, 18, 19, 20, 29, 30, 32, 37, 85, 88

Mark Dredze, Koby Crammer, and Fernando Pereira. Confidence-Weighted Linear Clas-

101

http://dx.doi.org/10.1023/A:1007607513941
http://dx.doi.org/10.1023/A:1007607513941


sification. Proceedings of the 25th international conference on Machine learning - ICML
’08, 2008. 18, 29, 71, 75

Mark Dredze, Alex Kulesza, and Koby Crammer. Multi-domain Learning by Confidence-
Weighted Parameter Combination. Machine Learning, 79(1-2), 2009. 2, 30, 31, 33, 34, 35,
38, 60, 68, 71, 72, 89

Jacob Eisenstein, Brendan O’Connor, Noah A. Smith, and Eric P. Xing. A Latent Vari-
able Model for Geographic Lexical Variation. In Proceedings of the 2010 Conference on
Empirical Methods in Natural Language Processing, pages 1277–1287, 2010. 73

Jacob Eisenstein, Amr Ahmed, and Eric P. Xing. Sparse Additive Generative Models of
Text. In Proceedings of the 28th International Conference on Machine Learning (ICML),
2011. 70

Rong-En Fan, Kai-Wei Chang, Cho-Jui Hsieh, Xiang-rui Wang, and Chih-Jen Lin. LIBLIN-
EAR : A Library for Large Linear Classification. Journal of Machine Learning Research,
9:1871–1874, 2008. 36

Jenny R Finkel and Christopher D Manning. Hierarchical Bayesian Domain Adaptation.
In Proceedings of Human Language Technologies: e 2009 Annual Conference of the North
American Chapter of the Association for Computational Linguistics, pages 602–610. As-
sociation for Computational Linguistics, 2009. 11, 13, 14, 15

Michael Gamon. Sentiment Classification on Customer Feedback Data: Noisy Data, Large
Feature Vectors, and the Role of Linguistic Analysis. In Proceedings of COLING 2004,
2004. 52, 53, 54, 57, 58

Kuzman Ganchev and Mark Dredze. Small Statistical Models by Random Feature Mixing.
In Proceedings of the ACL08 HLT Workshop on Mobile Language Processing, pages 19–20,
2008. 71

Philip Gianfortoni, David Adamson, and Carolyn P. Rosé. Modeling of Stylistic Varia-
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Mahesh Joshi and Carolyn Penstein Rosé. Generalizing Dependency Features for Opinion
Mining. In Proceedings of the joint conference of the 47th AnnualMeeting of the Association
for Computational Linguistics and the 4th International Joint Conference on Natural Lan-
guage Processing of the Asian Federation of Natural Language Processing (ACL–IJCNLP),
pages 313–316, 2009. 22, 51, 52, 87

Mahesh Joshi, Mark Dredze, William W. Cohen, and Carolyn P. Rosé. Multi-Domain
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